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Introduction: Literature on economic development, 
entrepreneurship, and institutional environment  

and hypotheses of research

There are a growing number of research papers based on GEM seeking to 
examine the general correlation between entrepreneurial activity and eco nomic 
growth (Thurik, 1999; Dejardin 2000; Audretsch et al., 2002; van Stel, Car-
ree & Thurik, 2005; Acs, 2006; Audretsch et al., 2006; Acs et al., 2008; Braun-
erhjelm 2008; Hall & Sobel, 2008; Wennekers, van Stel, Carree, Thurik, 
2009). 

The main evidence of the first decade of GEM could be summarised as fol-
lows: it exists a U-shaped curve of entrepreneurial activity of population (ex-
tremely high – in less developed countries, mid level – in most Western Euro-
pean countries and, again, significantly higher – in the most dynamically de-
veloping advanced economies like the US and some others). The U-shaped 
relationship between economic development and the rate of entrepreneurship 
has been hypothesized (Carree et al., 2002; Wennekers et al., 2005). Second, 
countries with similar level of economic development, even in Western  
Europe, showed relatively different levels of entrepreneurial activity, and such 
differences remained stable during all the period of observations. 

To explain the difference in entrepreneurship rate at the country level, 
multidisciplinary approach is usually used (Verheul et al., 2002, first time used 
a so called ‘eclectic’ explanation, see also Wennekers et al., 2002, as well as 
Audretsch et al., 2007 etc.) 

The approach of Verheul et al. (2002) combines institutional economics, 
psychology, sociology and anthropology, as well as analysis on three levels – 
micro-, meso-, and macro-. Besides, this approach classifies two categories 
of explanatory factors – ‘supply’ in entrepreneurship and ‘demand’ on entre-
preneurship. 

From the demand side, the importance of factors influencing the indus-
trial structure and the diversity of consumers’ tastes, such as technological 
development, globalization, and changing standards of living, is stressed. The 
supply side, on the contrary, summarizes various structural characteristics of 
the population affecting the probabilities of someone becoming an entrepre-
neur – for instance, population growth, urbanization rates, age structure, gen-
der structure of the labor market, per capita income levels, unemployment 
rates etc. 
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While the supply and demand sides refer to the macro- and meso-levels, 
the eclectic framework includes also the micro-level analysis of how and why 
individuals decide to become self-employed instead of seeking other job op-
portunities.

Beyond personal characteristics, the entrepreneurial environment – like 
the fiscal regime, labor market regulations, administrative burdens, intellec-
tual property rights, bankruptcy law, education, and training – also influences 
a national or regional economy’s entrepreneurship rate. 

It is shown that, as far as entrepreneurship is concerned, the amount of 
specific human capital is an important predictor of the share of persons who 
started new ventures (Gabelko & Vinogradov, 2010). Moreover, there are cul-
tural aspects shaping the business environment which should be taken into 
consideration. For instance, differences in individual values and beliefs have 
impact on the variety of behavior and attitudes including the choice between 
becoming self-employed or working for others.

There are three fundamental sets of arguments (Wennekers, 2006). The 
first suggests that if a society contains more people with ‘entrepreneurial valu-
es’, more people will become entrepreneurs (Davidsson,1995). The second 
uses the ‘legitimation’ of entrepreneurship within a culture (Etzioni, 1987). 
In this view, if there is a higher level of ‘legitimation’ of entrepreneurship, 
then it will result in more attention and a higher social status of entrepreneurs, 
and more tax incentives to encourage business start-ups. Surely, all these con-
ditions lead to a higher demand for, and supply of, entrepreneurship (Etzioni, 
1987). The third idea, the ‘push’ explanation of entrepreneurial activity, ar-
gues that in predominantly non-entrepreneurial cultures, a battle of values 
may drive entrepreneurial persons away from the average organization into 
self-employment activity (Baum et al., 1993; Noorderhaven et al., 2004). 

Hence, the development of entrepreneurial activity in different types of 
countries might be influenced by either the same sets of factors but playing 
different role or (even) by different sets of factors. Moreover, theoretically, 
we could imagine that the sets of factors from demand side (institutions etc.) 
are influencing the entrepreneurial activity negatively whether the sets of fac-
tors on the supply side (motivation, education level, risk propensity etc.) may 
be more positive, etc.

Until now, there are only a few publications on specifics of entrepreneur-
ship and economic growth in transitional economies (Smallbone & Welter 
2001; Kirby & Watson 2003; Ovaska & Sobel 2005; Thurik, 2009; Stam & 
Stel 2009). 
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Some findings based on especially Russian GEM data show that weak in-
stitutions result in lower level of entrepreneurial activity (Aidis et al., 2008). 
But what exactly are the institutional factors – or even arrangements of such 
factors – determining not only the level but also the direction and intensity of 
entrepreneurial activity and its structural changes? Are there the same sets of 
variables like in more entrepreneurially advanced countries?

The GDP is one of the most relevant integral indicators of economic de-
velopment, prosperity and wellbeing. Entrepreneurship is understood since 
Schumpeter as the driving motor of economic progress of nations. 

The Global Entrepreneurship Monitor (GEM) model, first published in 
Reynolds et al. (1999), implies that there are certain relationships between 
established and new business activity and economic growth at the national 
level. The most usual indicator of the economic growth is the increase of the 
GDP. Meanwhile, using the GEM dataset for participating countries for 2000–
2006, Levie comes to the conclusion:

‘Surprisingly, when controlling for year effects in the panel data, GDP per 
capita does not emerge as a significant influence on TEA in the present anal-
ysis, even though it does emerge as a negative and significant influence when 
not controlling for year effects’ (Levie & Autio, 2008).

This statement coincides with our previous research findings. A detailed 
statistical analysis of data on levels of early-stage entrepreneurial activity 
(TEA) in GEM countries (Obraztsova, 2009) did not found support for statis-
tically significant changes of the average annual TEA rates under crisis when 
the GDP per capita decreased for the whole community of GEM countries. If 
the GDP is an important predictor of entrepreneurial activity from the demand 
side, why does it not matter – even under economic crisis? 

Taking the ‘supply side’ factors, we could not find any support for the the-
sis that changes in TEA levels in some countries, such as Russia, show sig-
nificant correlation with changes in the socio-demographic structure of early 
entrepreneurs in them. Regression analysis does not confirm the predicted as-
sociations between gender, age or the perceptual variables and new business 
creation neither in the period before the crisis nor in its deepest stage in 2009 
across all respondents in Russia. The regression parameters are not signifi-
cant.

To test the influence of demographic variables, and of perceptions, two 
models were constructed. Model 1 was based on variables measuring the de-
mographic characteristics of the respondent (age, education, working status). 
Model 2 includes four additional theoretically important independent varia-
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bles: ‘perceives opportunities’, ’sufficient skills’, ‘fear of failure’ and ‘knows 
an entrepreneur’. There are not any significant factors among them.  Firstly, 
we entered those variables measuring the demographic characteristics of the 
respondent (age, education, working status). The predicted significance of 
those factors for individual employment status choice was not supported. 

These evidences led us to a suggestion that there could be some other fac-
tors which more usefully explain (1) the differences in the TEA structure and 
dynamics between countries, (2) different reactions to the same macro-eco-
nomic shocks. 

Indeed, during the transition to post-modern or ‘affluent’ society, the GDP 
per capita becomes insufficient to understand real economic and social 
progress – other indicators become more appropriate for this purpose (for in-
stance, the human development index). Moreover, we assume that the GDP 
per capita is less appropriate for cross-country analysis of entrepreneurship 
development because it implies a measurement of different types of societies 
using criteria most appropriate only for one of them (Obraztsova & Chep-
urenko, 2010). 

To avoid this the GEM seeks to compare/differentiate countries with dif-
ferent GDP per capita levels and its impact on early entrepreneurship dynam-
ic while dividing all participating countries into three groups with different 
types of socioeconomic development following the 2008 Global Competitive-
ness Report methodic (Bosma et al., 2008): 

Factor-Driven Economies (as Angola, Bolivia, Bosnia and Herzegovina*, 
Colombia*, Ecuador*, Egypt, India, Iran*).

Efficiency-Driven Economies (as Argentina, Brazil, Chile, Croatia**, Do-
minican Republic, Hungary**, Jamaica, Latvia, Macedonia, Mexico, Peru, 
Romania, Russia, Serbia, South Africa, Turkey, Uruguay).

Innovation-Driven economies (as Belgium, Denmark, Finland, France, 
Germany, Greece, Iceland, Ireland, Israel, Italy, Japan, Republic of Korea, 
Netherlands, Norway, Slovenia, Spain, United Kingdom, United States)

Here, there are marked with * transition countries from factor-driven to 
efficiency-driven, and with ** – transition countries from efficiency-driven 
to innovation-driven. 

However, even this clustering is hardly sufficient to differentiate countries: 
there are some examples where the distances in GDP per capita between so-
cieties belonging to the same group are bigger than between countries belong-
ing to a different group. Problems occur when we try to reveal the correlation 
between entrepreneurship and economic development using GDP figure. For 
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instance, Russia, which belongs to the group of efficiency driven economies, 
shows in 2006–2009 quite similar rates of adults engaged into entrepreneur-
ial activity as, for example, for Belgium, France or Germany. And vice versa: 
countries, belonging to innovation-driven economies, may have very differ-
ent levels of entrepreneurial activity of population.  

Why rather different countries can look very similar in regards to early 
entrepreneurial activity? In our view one should recur to the socio-historical 
embeddedness of entrepreneurship framework conditions in the historical mat-
rix of the respective society, what Karl Polanyi (2001) called ‘path depend-
ency’. 

Baumol’s distinction between productive, unproductive and even destruc-
tive entrepreneurship should also be utilised. His basic hypothesis was that 
while the total supply of entrepreneurs varies among societies, the productive 
contribution of the society’s entrepreneurial activities varies much more be-
cause of their allocation between productive activities, such as innovation, 
and largely unproductive activities, such as rent seeking or organized crime. 
This allocation is heavily influenced by the relative payoffs society offers to 
such activities (GEM calls it entrepreneurial framework conditions). This im-
plies, according to Baumol, that policy may influence the allocation of entre-
preneurship more effectively than it can influence its supply. The domination 
of unproductive entrepreneurship – i.e. “rent-seeking, often via activities such 
as litigation and takeovers, and tax evasion and avoidance effort” (Baumol, 
1990, 915) – can only partly be disclosed using the GEM data. Because the 
only characteristic of the ‘mode’ of entrepreneurship we may decipher from 
it is the motivation – of opportunity vs. necessity based type. But unproduc-
tive entrepreneurship which flourishes when the civil society is weak, and es-
pecially under such circumstances when any society possesses natural re-
sources which play an important role in international natural resource markets 
may result from purely rational choice and be even more ‘opportunity driven’ 
than any high growth potential undertaking somewhere in the Silicon Valley. 
A relatively high level of GDP may have, in such societies, much less impact 
on entrepreneurship development than one might assume taking ‘perfect’ mar-
ket economies with comparable level of GDP per capita, and/or may become 
favourable for mainly ‘unproductive’ entrepreneurship – with small portion 
of added and high portion of redistributed value. 

Furthermore, countries with a high export quota of natural resources but 
big population may have autocratic political regimes excluding big groups of 
population from rent benefiting; enabling bureaucrats to become ruling group 
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leading to increasing levels of administrative barriers preventing bottom-up 
entrepreneurship development (cf. Chepurenko, 2011).

The analysis of how institutions have been formed, how they operate and 
change and how they influence economic behaviour in society has become a 
major subject of inquiry by institutionalists. Our approach is based on the view 
that institutions are enduring regularities of human action in situations struc-
tured by rules, norms, and shared strategies, as well as by the physical world 
(Crawford & Ostrom, 1995). 

We follow in this paper the ‘institutions-as-rules’ approach of a polycen-
tric theory, having its roots in Commons (1968) and developed by Ostrom:

‘a polycentric theory generates core principles that can be used in the 
design of effective local institutions when used by informed and interest-
ed citizens and public officials’ (Ostrom, 2005, p. 6). 

Thus the following hypotheses have been determined to be checked in our 
study on this theoretical background, covering institutional effects in its broad-
est sense:

H1. The actual economic situation itself measured in the GDP level is not 
important to interpret the TEA level; 

H2. There are the same social and demographic factors influencing TEA 
level in a lower-mid developed transitional economy and in a developed mar-
ket system:

gender, • 
age, • 
education, • 
network, • 
risk aversion (i.e. fear of failure),• 
confidence about agent‘s own skills, • 
social networks;• 

H3. The adult population’s TEA level may be considered as a result of the 
mix of fundamental factors like current institutional matrix and historical con-
ditions of national economies’ formation and development (‘path dependen-
cy’).



9

Data and methodology approach 

Adjusting the methodology of our study to reflect especial national fea-
tures of early entrepreneurial activity in cross-country comparisons, a com-
mitment to data integrity and rigorous attention to statistical protocol and 
unique methodology should always be of paramount importance. The Global 
Entrepreneurship Monitor (GEM) provides such a database to analyze the dy-
namics of early entrepreneurial activity level and to classify the countries by 
the TEA level after crisis. It must be noted that the key WB and UN statisti-
cal principles of countries’ participation, transparency and accountability of 
national databases should be applied to all aspects of data collection, analysis 
and dissemination in GEM (Acs et al., 2007). Our macroeconomic analysis 
incorporates national level and global economy levels to indicate some gen-
eral tendencies in early entrepreneurship development in the world.

Quality of data 

Compared with the data sets provided by other sources (the World Bank 
Group Entrepreneurship Survey Data etc.) GEM data catches “the informal-
ity of entrepreneurship” as well as the additional group of potential entrepre-
neurs (Acs et al., 2007). The opportunities of GEM data, when compared with 
the scope of official statistics, enables the capture of a deeper field of entre-
preneurs’ and their sponsors’ internal incentives. The strength of GEM stays 
in the opportunity to categorize the group of early-stage entrepreneurs (in-
cluding nascent entrepreneurs, the stage just after registration and further for 
3 months functioning, and baby business owners). 

The quality of data available to national GEM teams varies with local capac-
ity, the political situation in a country, its attention to data collection and harmo-
nization, and the accuracy and timeliness of the questions used to collect data. 
Many national reports supplement their findings with qualitative data collection 
and analysis, which helps to validate findings. The GEM Consortium compiles 
the cross-country data to ensure that the results are comparable across countries 
with different languages and cultures and that any known sources of bias are 
corrected. All the indicators are harmonized and standardized to allow for com-
parisons among more than 40 countries who participate in the GEM project.

Since Russia joined the GEM project in 2006, we have used the cross-
country comparisons for the given years 2006–2009 when the GEM included 
survey results from about 40 countries, with a total sample of more than 
170,600 people. The object of our study is the GEM participating countries 
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and its subject is the relevant countries’ early-stage entrepreneurial activity, 
which has been identified and classified by the GEM methodology. The anal-
ysis compares the TEA level in GEM countries, taking into consideration the 
peculiarities of national institutions and economic history of each country (see 
description of all the variables in App.1).

National TEA Level Variation and Its Dynamics Analysis

Given that GDP was decreasing everywhere in 2009, the dynamics of the 
average level of TEA in GEM participating countries in 2008-2009 shows 
whether TEA changes under, and post, economic crisis are statistically sig-
nificant. In the case of a positive response we might conclude that actual so-
cio-economic conditions are really important to interpret a country’s TEA 
level. Conversely a negative response means that what we need to explain 
why the TEA level is not only due to the actual economic situation. The first 
step of national TEA level dynamics analysis was the statistical evaluation of 
changes observed during the period of 2006–2009 (on the base of Spearman’s 
Rho) and comparing the variations (on the base of descriptive statistics – see 
the Table A2.1 in App.2). 

In conducting international comparisons of GEM data, the number of groups 
for the first phase of cluster analysis was determined using Sturgis’s criteria. 
We have used k-means cluster analysis to identify various clusters on the base 
of TEA index in 2006–2009 (see the table A2.2 in App.2). The composition 
of the resulting groups was then optimized through an iterative process of de-
termining that k value, which would yield a step-like increase in the maximum 
among-group variation (sum of squares among groups – SSA) of the σ2SSA 
value, going from minimum to maximum values (on aggregate). The result 
was the identification of a stable 4-cluster structure (see histograms in the 
fig.1 below).

The statistical instrument of variation analysis was used to study those 
countries’ TEA distributions. The evaluation of TEA level dynamics’ signifi-
cance between groups of countries during the period observed was estimated 
on the base of χ2 for checking our first hypothesis. As the structure of GEM 
countries’ distribution by TEA level has strongly changed, and the mecha-
nisms of structural changes in this distribution are completely hidden, the cor-
rect comprehension of the dynamics characterizing the economic system might 
be seriously undermined. Thus we need the Indexes’ factorization method for 
measuring early-stage entrepreneurial activity dynamics. This is a way to de-
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scribe, and quantify, what we do or do not know about the true intensity of 
the TEA dynamics in the GEM countries by eliminating the effect of redistri-
bution among groups of countries.

The factorization approach used throughout the system provides a delini-
ation of changes in average TEA level into key explanatory factors. As men-
tioned in (Fisher,1936), this decomposition yields a set of index numbers for 
distinct two effects – structure and intensity – whose multiplicative product 
equals the index of early entrepreneurial activity. A factorization method is 
used to develop three types of indexes that explain the change in Early-stage 
entrepreneurial activity over time for GEM countries (classified into 4 groups 
by TEA level – see fig.1 below): 

1) Activity index ITEA that shows the annual changes in the average level 
of early-stage entrepreneurial activity for a GEM countries’ TEA distribution 
in a whole; 
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2) Component-based TEA intensity index Iint(TEA) that represents the true 
effect of annual changing of TEA level in different countries as structural units 
of the countries’ total distribution (with fixed sample structure);
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3) Structural index I struct(TEA) that shows the effect of annual redistribution 
of countries among groups of them influenced by different tendencies of na-
tional TEA dynamics in the countries of different groups. 
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One can see that the component-based TEA intensity index is similar in 
concept to the Paashe Index (as index deflator of GDP). The Paashe Index is 
based upon an aggregation of annual changes of the TEA variable for differ-
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ent homogeneous groups of countries, the importance of any specific TEA 
level depends upon the stable (fixed for the year 1) share of those countries 
across all observations. 

Structural index I struct(TEA) is similar in concept to Laspeyras Index. Thus 
the indexes’ factorization model satisfies the circularity test exactly: 

I TEA = I int TEA ⋅ I struct TEA.
Now we can highlight the true trend for intensity of early entrepreneurial 

activity within GEM countries and thus evaluate the significance of those non-
observed changes. Then we have the possibility to measure the significance 
of TEA level dynamics among different GEM participating countries and 
groups of them. So Indexes’ factorization method is used checking our first 
hypothesis H1.

Factors of high or low TEA level under slowdown:  
Variables and Methodology

Entrepreneurship in behavioural notion
National TEA level may be considered as a resultant force for a lot of in-

habitants’ transactions at the labor market. A person who is thinking of start-
ing a business has three choices. They may work for a wage, be self-employed, 
that is to start a new business, or he may decide not to work. Their decision 
among these options depends on the relative returns they expects to receive 
from each one. Thus the decision is a function of a set of variables. Some of 
which describe their personal characteristics and others describe the social, 
economic and political circumstances in which the decisions are made.  Fol-
lowing existing literature in entrepreneurship (Walker, 2000; Renzulli et al., 
2000; Arenius & DeClercq, 2005; Wennekers et al., 2005; Levesque & Min-
niti, 2006) we linked our agent’s decision to variable including gender, age, 
education, social networks, risk aversion, confidence about their own skills 
and knowing other entrepreneurs – from the one side and to the external factors 
as type of settlement, GDP level, economic crisis effects et cetera, from the 
other side. We have used weighted data collected by face-to-face method dur-
ing the period of 2006–2009 in Russia (as in a lower-mid developed transi-
tional economy – measures description see in App. 1). 

As the dependent variable is discrete, the ordinary least squares regression 
can be used to fit a linear probability (LP) model. However, as the linear prob-
ability model is heteroskedastic and may predict probability values beyond 
the (0, 1) range, the logistic regression model has been used to estimate the 
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factors which influence risk-taking behavior (Stynes & Peterson, 1984). The 
independent variables have been entered using the backward stepwise me thod 
(except for the 1-st step, when we have used enter method). In backward step-
wise method as a first step, the variables are entered into the model together 
and are tested for removal one by one. The removal of variables from the 
model is based on the significance of the change in the log-likelihood. Then 
we compared our results to previous findings in entrepreneurship literature. 
Our second hypothesis H2 that the same determining factors influence TEA 
level in a lower-mid developed transitional economy as in a developed mar-
ket system has been determined to be checked in our study on the base of Wald 
statistics Wilk’s lambda estimation that is used for the multiple-group situa-
tion as well.

What components of Institutional Matrix  
are Basic Factors Explaining TEA differences among countries?

To understand what special features of an economy are responsible for 
each country’s level of early-stage entrepreneurial activity (the hypothesis H3) 
it is first of all important to compare several characteristics of GEM countries 
with very high or very low TEA level and to prove the correlation significance 
between them and TEA. A statistical technique used to examine whether two 
or more mutually exclusive groups of countries can be distinguished from 
each other, based on linear combinations of values of predictor variables and 
to determine which variables contribute to the separation is linear discrimi-
nant analysis (LDA). Here mutually exclusive means that a case can belong 
to only one group. 

Fisher’s linear discriminant (FLDA) is method used in statistics, pattern 
recognition and machine learning to find a linear combination of features which 
characterize or separate two or more classes of objects or events. The result-
ing combination may be used as a linear classifier or, more commonly, for di-
mensionality reduction before later classification.

FLDA is closely related to ANOVA (analysis of variance) and regression 
analysis, which also attempt to express one dependent variable as a linear 
combination of other features or measurements. (Fisher, 1936; McLachlan, 
2004) In the other two methods however, the dependent variable is a numer-
ical quantity, while for FLDA it is a categorical variable (i.e. the class label). 
Logistic regression and probit regression are more similar to FLDA, as they 
also explain a categorical variable. These methods are preferable in applica-
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tions where it is not reasonable to assume that the independent variables are 
normally distributed, which is a fundamental assumption of the canonical 
LDA method.

The terms Fisher’s linear discriminant analysis (FLDA) and canonical lin-
ear discriminant analysis (LDA) are often used interchangeably, although 
Fisher’s original article (Fisher, 1936) actually describes a slightly different 
discriminant, which does not make some of the assumptions of LDA such as 
normally distributed classes or equal class covariances.

Suppose two classes of observations have means 
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This measure is, in some sense, a measure of the signal-to-noise ratio for 
the class labelling. It can be shown that the maximum separation occurs 
when:
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When the assumptions of LDA are satisfied, the above equation in FLDA 
is equivalent to LDA.
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dimensional distribution. There is no general rule for the threshold. However, 
if projections of points from both classes exhibit approximately the same dis-
tributions, the good choice would be hyperplane in the middle between pro-
jections of the two means, 

	 


w ⋅


μ
y=0

 and
	 


w ⋅


μ
y=1

. In this case the parameter c 
in threshold condition 

 


w ⋅


x < c  can be found explicitly:

	 	  
c =



w ⋅ (


μ
y=0

+


μ
y=1

) / 2.
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In the case where there are more than two classes, the analysis used in the 
derivation of the Fisher discriminant can be extended to find a subspace which 
appears to contain all of the class variability. Suppose that each of C classes 
has a mean μi and the same covariance Σ. Then the between class variability 
may be defined by the sample covariance of the class means

	 	  
=

1

Cb∑ (μ
i

i=1

C

∑ − μ)(μ
i

− μ)T ,

where μ is the mean of the class means. The class separation in a direction 
 


w  in this case will be given by:

	   
S =



wT 

w
b∑



wT 

w∑
.

This means that when 
 


w  is an eigenvector of (Σ −1Σb) the separation will 
be equal to the corresponding eigenvalue. Since Σb is of most rank C-1, then 
these non-zero eigenvectors identify a vector subspace containing the varia-
bility between features. These vectors are primarily used in feature reduction, 
as in PCA. The smaller eigenvalues will tend to be very sensitive to the exact 
choice of training data, and it is often necessary to use regularisation as de-
scribed below.

If classification is required, instead of dimension reduction, FLDA tech-
niques are available. For instance, the classes may be partitioned, and a stand-
ard FLDA used to classify each partition. A common example of this is “one 
against the rest” where the points from one class are put in one group, and 
everything else in the other, and then FLDA applied. This will result in C clas-
sifiers, whose results are combined to produce a final classification.

In practice, the class means and covariances are not known. They can, 
however, be estimated from the training set. Either the maximum a posteriori 
estimate may be used in place of the exact value in the above equations. Al-
though the estimates of the covariance may be considered optimal in some 
sense, this does not mean that the resulting discriminant obtained by substi-
tuting these values is optimal in any sense, even if the assumption of normal-
ly distributed classes is correct.

Another complication in applying FLDA to real data occurs when the number 
of observations of each sample does not exceed the number of samples. In this 
case, the covariance estimates do not have full rank, and so cannot be inverted 
(Martinez & Kak, 2001). There are a number of ways to deal with this. One is 
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to use a pseudo inverse instead of the usual matrix inverse in the above formu-
lae. However, better numeric stability may be achieved by first projecting the 
problem onto the subspace spanned by Σb. (Yu & Yang, 2001). Another strat-
egy to deal with small sample size is to use a shrinkage estimator of the cov-
ariance matrix, which can be expressed mathematically as:

	 	  Cnew
= (1 − λ)C + λI ,

where I is the identity matrix, and λ is the Shrinkage intensity or regularisa-
tion parameter. This leads to the framework of regularized model of FLDA 
(Friedman, 1989).

FLDA can be generalized to multiple discriminant analysis, where c be-
comes a categorical variable with N possible states, instead of only two. Anal-
ogously, if the class-conditional densities

  p(


x | c = i ) are normal with shared 
covariances, the sufficient statistic for

  P (c |


x ) are the values of N projections, 
which are the subspace spanned by the N means, affine projected by the in-
verse covariance matrix. These projections can be found by solving a gener-
alised eigenvalue problem, where the numerator is the covariance matrix formed 
by treating the means as the samples, and the denominator is the shared cov-
ariance matrix.

Thus, the FLDA model can be used to distinguish different types of early-
stage entrepreneurial activities as we obtained information about group mem-
bership of GEM countries by TEA and about yearly economic and social in-
dicators with short term gap for each of them. 

Our 39 study countries have available the GEM data and data sets of 49 
comparable yearly economic and social indicators, provided by the World 
Bank Group Entrepreneurship Survey Data and National Statistic Services. 
The opportunities of GEM data compared with other official statistics allows 
us to capture a deeper field of entrepreneurs’ and their sponsors’ internal in-
centives. 

The linear discriminant function is statistically optimal only if the assump-
tions about the distribution of data values are met. However, FLDA works 
well, even when the assumptions that make it the best classification rule are 
violated. Lim, Loh, and Shih (2000) compared 33 classification algorithms 
and concluded that the old statistical algorithm FLDA has a mean error rate 
close to the best. As a result our database of independents includes some dif-
ferent quantitative variables (as GDP per capita in PPS, inflation level, gender 
structure, total migration level, density of population, share of rural popula-
tion, unemployment level etc), ordinal variables (the country’s level of eco-
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nomic development and its ‘Ease of Doing Business’ Rank) – both types of 
variables with short-term time gap – and nominal variables (as institutional 
matrix of national market economy – in the context of its national capital ac-
cumulation history or levels of dichotomous oil export). Let us note that dis-
criminant analysis is robust to violations of the assumption of multivariate nor-
mality; dichotomous predictors work reasonably well. To prepare for our analy-
sis we have transformed nominal predictor variables to a set of dummy vari-
ables (see App. 1 and 4).

Three major phases are recognized in terms of economic development (as 
in the 2008 and 2009 GEM report): factor-driven economies, which are pri-
marily extractive in nature, efficiency-driven economies in which scale-inten-
sity is a major driver of development, and innovation-driven economies. 

However, such a generalization seems to be exclude some important fea-
tures – namely, the path dependency of current socio-economic development 
within which some important entrepreneurship features are embedded. The 
understanding of any institutional matrix of national market economy and en-
trepreneurship ‘quality’ implies the consideration of the overarching pattern 
of change, or the social formation of the institutional matrix as a whole which 
undergoes changes, but inherits and transmits some important features from 
one historic period to another (Heilbroner, 2008). David Gordon has invented 
the term ‘social structure of accumulation’ to attract the attention to the chang-
ing institutional and organizational matrix (a framework of technical, organ-
izational and ideological conditions) within which the accumulation process 
must take place. Gordon’s concept, applied to the general problem of market 
system development periodization, emphasizes the manner in which the ac-
cumulation process first exploits the possibilities of a ‘stage’ of capitalism, 
only to confront in time the limitations of that stage which must be transcend-
ed by more or less radical institutional alterations (Gordon, 1980). 

Traditionally these periods have been identified as early and late mercan-
tilism; pre-industrial, and early and late industrial capitalism; and modern (or 
late, or state) capitalism. These designations can be made more specific by 
adumbrating the kinds of institutional change that separate one period from 
another. These include the size and character of firms (trading companies, 
putting-out establishments, manufactories, industrial enterprises of increasing 
complexity); methods of engaging and supervising labor (cottage industry 
through mass production); the appearance and consolidation of labor unions 
within various sectors of the economy; technological progress (tools, ma-
chines, concatenations of equipment, scientific apparatus); organizational evo-
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lution (sole proprietors, family firms, managerial bureaucracies, state partic-
ipation). 

The idea of an accumulation process alternately stimulated and blocked 
by its institutional constraints provides an illumining heuristic on the intrape-
riod dynamics of the system, but not a theory of its long-run evolutionary path. 
This is because not all national market systems make the transitions either at 
the same historic periods or with equal ease or speed from one social struc-
ture to another.  Taking into consideration the historical specific of the start-
ing point of national market and enterprising system formation and develop-
ment and its embeddedness in the previous historical tracks, 5 different types 
of countries could be distinguished: (1) classical capitalist countries, (2) ‘green 
field’ capitalist countries, (3) new capitalist countries (overtaking development 
of national markets and enterprising systems in the first half of 20th century), 
(4) newest capitalist countries (post-Colonial, without long socio-economic 
inception stage) and (5) post-Socialist countries (see App. 4). 

We have plotted pairs of independent variables to see if the relationships 
among them are approximately linear. As a result variables list including 32 
independents emerged. At the next step of analysis we tested them on the base 
of Mahalanobis distance that measures the distance between the centroids of 
groups: the variable that maximizes this criterion between the two closest 
groups is selected for entry. This selection criterion has been chosen because 
the average TEA levels differ significantly only between ‘low’ and ‘high’ 
groups of countries. Thus the FLDA model has been the statistical instrument 
to check our hypothesis H3 that the TEA of adult population may be estab-
lished taking into consideration the institutional matrix and historical condi-
tions of formation and development of national economies.

Early-Stage Entrepreneurial Activity  
in GEM countries: Findings and Discussion 

TEA Dynamics before and under World Economic Crisis 

The results have show that there are not statistically significant changes 
for annual TEA level scores (see fig. 1): early-stage entrepreneurial activity 
for the under economic crisis period has been only 8.9% as much (ITEA= 1.089). 
It must also be noted that that Spearmen’s Rho for annual countries’ TEA ranks 
has not shown statistically significant changes either before or under econom-
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ic crisis conditions. International comparisons conducted during this study 
show that the country-level indicators demonstrated a significant level of var-
iation during all the period (with a coefficient of variation near 70% – see 
Tab les A2.1 – A2.2 in App.2), while the average TEA Index value remained 
stable around 10–11%. 

Fig. 1. TEA	level	in	GEM	countries:	Main	Descriptives’	Dynamics		

Using GEM data we analyzed the distributions of GEM countries by TEA 
level in 2006–2009 (see Fig. 2). The highest TEA scores (with high growth 
rates) are these ones in the countries of Latin America (Peru, Columbia, Chile 
etc.), but entrepreneurial activity does not yield high labour productivity or 
high-quality macroeconomic dynamics because of great share of necessity-
based entrepreneurship. To the contrary, early-stage entrepreneurial activity 
in countries with high levels of per capita GDP (Belgium, Denmark, Japan 
etc.) is built on a qualitatively different foundation.  Here it is dominated by 
opportunity-based entrepreneurship, with higher levels of creativity and it 
makes a greater contribution to economic growth. There are lowest the TEA 
scores in those countries, as well as in Russian Federation. So one can see 
now that the development of early-stage entrepreneurial activity in GEM-
countries is not synchronized, and that the various national economics yield-
ed clusters that are characterized by varying levels of socio-economic develop-
ment, cultural peculiarities, mentality of population and types of state policy 
vis-à-vis entrepreneurship. Cluster Membership by TEA Index in 2006–2009 
is presented in the Table A2.2 (App.2).

Thus, the analysis of the TEA variation describing different the dimensions 
of early-stage entrepreneurial activity change between 2006–2009 period gives 
support to hypothesis H1, that the dynamics of the level of early entrepre-
neurial activity under economic crisis may develop in different ways, whilst 
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the GDP slowdown occurred everywhere the dynamics of the TEA was of 
similar character during the crisis and after in countries with similar ‘historic 
past’ and institutional matrix.

Fig. 2. Distribution	of	GEM	countries	by	TEA	level	in	2006–2009

A factorization method enables a decomposition of annual changes in av-
erage TEA level into its key explanatory factors. Structural changes in the 
GEM countries distribution have caused +7.6% of TEA growth (I struct(TEA)= 1.076). 
This means that the appearance of 7.6% growth of TEA in average has been 
caused under economic slowdown by the rising share of countries with high-
er TEA-levels. And only 1.3% of TEA growth are influenced by the effect of 
true increasing of early-stage entrepreneurial activity in different GEM coun-
tries (I intens(TEA)= 1.013). Thus the Indexes’ factorization method shows 
deeply hidden tendencies for entrepreneurial activity dynamics and hypoth-
esis H1 has been proved (significant at p ≤ .001) that the true intensity of ear-
ly entrepreneurial activity was unchanged in homogeneous groups of GEM 
countries under economic recession. 

Do the same Determining Factors Influence the Early Stage Entrepreneurial 
Activity Level in a Lower-mid Developed Transitional Economy  
and in a Developed Market System?

Detailed statistical analysis shows that some early stage entrepreneurial ac-
tivity determining factors proved by numerous studies over the last decades for 
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developed economies do not statistically significant influence entrepreneurship 
in younger market systems like Russia (or moreover show negative correla-
tion – see App. 3 and table 1 below). Therefore the second hypothesis H2 has 
not been corroborated on the base of Wald’s statistics and Wilks’ lambda.

Table 1.  Evidence of GEM Russia 2008–2009: determinants of employment  
status choice

Measures Significant correlation 
with entrepreneurial status 

Significance of structure 
differences: before the crisis 

vs under crisis

Significant  
at the level

gender no no

education no yes 1%

motivation m no no

motivation f no no

age yes for cohorts of 25–34 & 45–54 10%

risk aversion no no

own skills no no

social networks no no

* Wilks’ λ has been calculated within the limits of entrepreneurial strata.

According to recent entrepreneurship literature, economic crisis does stim-
ulate push factors of employment status choice and significant changes of 
gender structure will reflect this influence decreasing of female EA. But em-
pirical evidence does not demonstrate such a tendency in Russia; there are not 
significant differences in employment status choice across genders both in 
pre-crisis 2008 and crisis 2009. The existence of an inverted U-shaped rela-
tionship between age and entrepreneurial behavior, resulting from earlier GEM 
based publications, is observed in Russia. Early-stage entrepreneurs became 
older in 2009; however, the changes data are statistically significant only for 
cohorts of 25–34 and 45–54 at the 10% level.  Statistically significant chang-
es were observed only for education levels in Russia under crisis. Basic lit-
eracy seems to be a requirement for entrepreneurial activity while some post-
secondary education seems to be a driver for high tech entrepreneurship. The 
educational structure of early entrepreneurs’ stratum had the uniform proba-
bility distribution in Russia in 2008 whilst the post graduated group of entre-
preneurs became dominant in 2009. Thus the hypothesis H2 that personal 
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characteristics of individuals are determining factors for entrepreneurial choice 
of adults in both lower-mid transitional and developed economies has been 
reliably confirmed only for education level. 

What Kind of Basic Factors Does Explain Early-Stage 
Entrepreneurial Activity Differences?

Summing up our study results it seems logical to suggest that what is im-
portant for TEA level are not only (if not primarily) the actual economic situ-
ation summed up in GDP per capita (even under economic recession) as a 
detailed statistical analysis of levels of early-stage entrepreneurial activity has 
not found support for statistically significant changes under crisis conditions. 
So we have tried to find some fundamental factors that have a significant im-
pact on a country’s level of early-stage entrepreneurial activity. Thus we refer 
to path dependency theory (Polanyi, 2001) that explains how the set of deci-
sions one faces for any given circumstances is limited by the decisions one 
has made in the past, even though past circumstances may no longer be rele-
vant. On the base of FLDA procedure we identified a smaller subset of 6 var-
iables (instead of the primary set of 49 WB comparable yearly economic and 
social indicators) that can be applied to separate the groups of GEM countries 
(see App. 3 and Table 2 below). None of the 6 variables meets the removal 
criterion.

Table 2. Wilks’ Lambda for variables in the model

Variables Brief variables description Wilks’ Lambda

dvlpmnt Level of economic development, ordinal ,632

inf08 Inflation level in 2008, quantitative ,734

eadobus09 EA Doing Business in 2009, ordinal ,783

rgdp08p GDP per capita in PPS in 2008, quantitative ,667

hist2 Institutional matrix of national market economy, nominal ,787

oil Oil export, nominal, dichotomous ,907

Firstly, we used information about what group by the TEA level (coded 
0 = low, 1 = lower than average, 2 = average, 3 = higher than average) a coun-
try belongs to in 2009 and predictor variables based on the official statistics 
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that may be useful for distinguishing the groups. While there are no problems 
with missing values in the TEA index a lot of the predictor variables were 
missing for 11 of 51 the GEM countries. The best option for the treatment of 
the missing values is to use sophisticated statistical techniques to impute the 
missing values for each variable, provided that they meet the particular miss-
ing-value model we have selected. But this is impossible without available 
adequate information, hence we were unable to impute missing social and 
economic indicators then apply the strategy of cases elimination.

As discriminant analysis is very sensitive to outliers that affect the means 
of the groups, we have looked for outliers either in TEA index or in the pre-
dictor variables and hence Norway was removed from the database. As a re-
sult population of GEM countries that we have classified by TEA level has 
included 39 of these ones in 2009. It must be noted that we used k-means clus-
ter analysis to identify creating categories on the TEA index as the groups 
have been formed from actual scores on quantitative variables. The composi-
tion of the creating groups was then optimized through an iterative process of 
determining that k value, which would yield a step-like increase in the maxi-
mum among-group variation (sum of squares among groups – SSA) of the 
σ2SSA value, going from minimum to maximum values (on aggregate). De-
scriptive statistics for each of the groups by TEA09 show that countries with 
low level of TEA09 are more likely to be developed, have higher GDP per 
capita and lower inflation level, but they are less homogeneous by easy doing 
business rank. 

After all of the preliminaries, the independents were entered to compute 
the coefficients of the discriminant function and to calculate discriminant 
scores that are linear combinations of predictor variables (see Tab. 3). Stand-
ardized discriminant function coefficients are shown here. 

Because there are four groups, there are three sets of coefficients. The first 
function is reminiscent of the one that we derived to separate groups of coun-
tries by TEA level. Again, the signs of the coefficients are arbitrary. Negative 
coefficients could just as well be positive if the signs of the positive coeffi-
cients were made negative. One might have to look at coefficients with the 
same sign to determine how the variables relate to the groups. Thus, econom-
ic development status and inflation level are factors that have large values for 
the first function. The same factors and institutional matrix of market have 
largest values for the second function.  Oil exporting is the most important for 
the third function. 
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Table 3. Standardized canonical discriminant function coefficients and eigenvalues 

Predictor variables Function
1 2 3

Dvlpmnt ,434 1,115 ,647
inf08 –,464 1,234 ,376
eadobus09 –,250 ,397 –,038
rgdp08p ,295 ,567 –,663
hist2 ,111 1,141 –,567
Oil ,294 –1,038 ,828
% of Variance 55,4 34,3 10,3
Cumulative % of Variance 55,4 89,7 100
Eigenvalue ,668 ,414 ,124

The eigenvalues for each of the discriminant functions display how strong-
ly the functions are related to the groups the eigenvalue is the ratio of the be-
tween-groups to the within-groups sum of squares for the discriminant func-
tion scores. The final goal has been to find a linear combination of values of 
the independent variables that best separates countries that belongs to differ-
ent groups by TEA09. The number of functions that we have calculated to 
separate the groups is one fewer than the number of groups. So we have de-
rived three functions, but that doesn’t mean they all contribute to the separa-
tion of the groups. The functions go from best to worst in terms of the ratios 
of the between-groups to within-groups sums of squares. Pooled within-groups 
correlations between discriminating variables and standardized canonical dis-
criminant functions are presented in structure matrix below (table 4, there are 
variables ordered by absolute size of correlation within function in it). 

Table 4. Structure matrix

Predictor variables Function
 1 2 3
dvlpmnt ,923(*) ,158 ,155
rgdp08p ,859(*) ,087 ,165
inf08 –,638(*) ,338 ,583
eadobus09 –,633(*) –,041 ,264
hist2 –,563(*) ,364 –,203
oil –,158 ,040 ,827(*)

* Largest absolute correlation between each variable and any discriminant function.
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Table 4 shows that 5 of the variables are associated with the first function, 
only oil export is the most strongly associated correlate with the third. The 
variables are sorted so that variables that have large correlations with the same 
function are together. This may help in interpreting the functions. 

Function 1: The younger and more rapidly prospering (under good macr-
oeconomic circumstances, including low administrative barriers for stating 
business) is a market economy in a country, the higher becomes the early-
stage entrepreneurial activity.

Function 2: Old well established market economies have fewer incentives 
encouraging adults to become entrepreneurial unless historical matrix is fa-
vourable and inflation slightly enforces to start-up (however, with low sig-
nificance).

Function 3: If the history plays a moderately negative role, rent-seeking 
and inflation will explain the level of early-stage entrepreneurial activity in 
some of (emerging) market economies. 

Ideally, we would like to assign large scores to countries in one group and 
small scores to countries in the other. That way, we can use the scores to pre-
dict the group to which a country belongs. So the scores are chosen so that 
their values are similar for countries in the same group and different for coun-
tries in different groups. We can evaluate the scores using the non-standard-
ized discriminant function coefficients that are shown in table 5 below.

Table 5.	Canonical discriminant function coefficients (non-standardized coefficients)

Predictor variables Function
 f1 f2 f3

dvlpmnt ,784 2,014 1,169
inf08 –,086 ,229 ,070
eadobus09 –,006 ,009 –,001
rgdp08p ,000 ,000 ,000
hist2 ,077 ,794 –,395
oil09 ,965 –3,403 2,713
(Constant) –,916 –8,560 ,211

Thus, if TEAij is early-stage entrepreneurial activity level for country i in 
the year j, we have, by definition of the Canonical Discriminant Function Co-
efficients presented in table:
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F1(TEAij) = 0.784 ⋅ dvlpmnt – 0.086 ⋅ infj–1– 0.006 ⋅ eadobusj + 
+ 0.000 ⋅ rgdpj–1 + 0.077 ⋅ hist2 + 0.965 ⋅ oilj – 0.916

F2(TEAij) = 2.014 ⋅ dvlpmnt + 0.229 ⋅ infj–1+ 0.009 ⋅ eadobusj +
+ 0.000 ⋅ rgdpj–1 + 0.794 ⋅ hist2 – 3.403 ⋅ oilj – 8.56

Now we can present just how well the first discriminant functions classify 
GEM countries in table 6. The rows of the table indicate what category a case 
really belongs to, providing the value for group in our database. The columns 
show the predicted group based on the first discriminant function. From the 
percentages on the diagonal of the table, you see that 100% of cases in groups 
with low and high TEA are correctly classified but there is only near ½ of the 
correctly classified cases. Thus we have 62% of original grouped cases cor-
rectly classified and Russia is among them. 

Table 6. TEA2009 Scores Classification results

Original Group Membership Predicted Group Membership Total
tea09cl ,00 1,00 2,00 3,00

Count ,00 5 0 0 0 5
1,00 5 7 3 2 17
2,00 1 3 5 1 10
3,00 0 0 0 7 7

% ,00 100,0 ,0 ,0 ,0 100,0
1,00 29,4 41,2 17,6 11,8 100,0
2,00 10,0 30,0 50,0 10,0 100,0
3,00 ,0 ,0 ,0 100,0 100,0

Some countries been misclassified to examine the mean values of each of 
the functions for each group (see table 7). Values of all three of the functions 
are used to assign cases to groups. First of all, one might see that the four 
group means for function 3 aren’t very different. This is an indication that the 
function won’t contribute very much to the separation of the groups.

Function 1 has means that range from –1.415 for countries with high level 
of TEA to 0.914 for countries where early-stage entrepreneurial activity is the 
lowest in GEM. If you look at the combination of values for functions 1 and 2, 
you see that the 3 group has negative mean values for both functions, the 1 group 
has positive mean values for both functions, the 2 group has a negative mean 
value for function 1 and a positive mean value for function 2, and the 1 group 
has a positive value for function 1 and a negative value for function 2.
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Table 7.  Functions at Group Centroids (unstandardized canonical discriminant functions 
evaluated at group means)

tea09gr Function scores

f1 f2 f3

,00 ,914 –,890 ,604

1,00 ,497 ,025 –,313

2,00 –,311 ,865 ,285

3,00 –1,415 –,661 –,078

Before evaluating the success of our analysis by using the discriminant 
scores to actually assign cases to the groups we have to test the null hypoth-
eses that the population means for all of the discriminant functions are equal 
in all of the groups. Wilks’ lambda is used for the multiple-group situation as 
well, but there are additional considerations. The Wilks’ lambda for multiple 
functions is the product of the individual Wilks’ lambdas for each function 
(see first row in table 8): we have first tested all means simultaneously, then 
excluding one function at a time, and then testing the means of the remaining 
functions. 

Table 8. Wilks’ Lambda

Test of Function(s) Wilks’ 
Lambda

Chi-square df Sig.

1 through 3 ,377 32,173 18 ,021

2 through 3 ,629 19,495 10 ,034

3 ,890 3,859 4 ,425

The functions are arranged in descending order, which means that once a set 
is found not to be significant, all subsequent tests are also not significant. The 
first row of Tab. 8 is the test for all three function means, the second row is the 
test for the means of functions 2 and 3, and the last row is the test for just func-
tion 3. Based on the small observed significance level, we can reject the null hy-
pothesis that the population mean values for all functions are equal in the four 
groups. Thus we found that the first and second discriminant functions account 
for the differences do not represent population differences, only random vari-
ations. But the first function explains more than 55% of total between-groups 
variation whereas the second one explains only 35% of variation. But their 
cumulative percent is rather effective for the classification (see table 9).
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Table 9.	Eigenvalues of discriminant functions

Function Eigenvalue % of Variance Cumulative % Canonical 
Correlation

1 ,668 55,4 55,4 ,633
2 ,414 34,3 89,7 ,541
3 ,124 10,3 100,0 ,332

One can see how the first two function values are used for assignment from 
Figure 3 (see below). Cases that have values within the area bounded by 1’s 
are assigned to the zero group {Low}, and cases that have values bounded by 
2’s are assigned to the first group {Lower than average}. Cases are assigned 
similarly for the other two groups (3 to the {Average} and 4 to the {High than 
average} group). 

For example, we can calculate the F1(TEACN09) and F2(TEA CN09) for China 
in 2009 when it was out of GEM project to predict its TEA level in 2009. 

F1(TEACN09) = 0.784 ⋅ 1 – 0.086 ⋅ 6.428 – 0.006 ⋅ 89 + 0.000 ⋅ 5932.342 + 
+ 0.077 ⋅ 5 + 0.965 ⋅ 0 – 0.916 = –0.6617

F2(TEACN09) = 2.014 ⋅ 1 + 0.229 ⋅ 6.428+0.009 ⋅ 89 + 0.000 ⋅ 5932.342 + 
+ 0.794 ⋅ 5 – 3.403 ⋅ 0 – 8.56 = 0.0236

Now we can plot F1(TEACN09)’ and F2(TEACN09)’ values at the territorial 
map and then we find a point CN09 (–0.6617; 0.0236) bounded by 3’s, i.e. as 
signed to the group with average TEA level. The Mahalanobis distance from 
the point to high group mean is not much more than to third centroid (espe-
cially by F2(TEA CN09), see in Tab.7). So China belongs to the average group 
without good separation (with a tendency to the TEA level higher than aver-
age. It is important to note that we observed higher than average TEA level 
(with a tendency to the average TEA level) in 2006 and in 2007 when China 
participated in the GEM project. 

The results of linear discriminant analysis basing on GEM data and the 
scope of official statistics allow uncover macroeconomic factors determining 
the early-stage entrepreneurial activities. Using territorial map for first and 
second non standardized discriminant function scores we can foresee future 
tendencies of early-stage entrepreneurial activity as the most of predicting 
variables are rather stable under recession. We reached a prediction of TEA 
level based on evidence of cross-countries similarities and differences that 
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may be useful in distinguishing probable group by early-stage entrepreneur-
ial activity not only for countries participating at the GEM. And this possibil-
ity increases the actuality and importance of the GEM data.

Thus the FLDA Model has confirmed our third hypothesis H3 on the ba-
sic national features determining peculiarities of institutional matrix and his-
torical process of capital accumulation in national economies and its availa-
bility to explain the national TEA level of adult population out of depending 
on actual economic conditions at a given point of time (including slowdown 
impact). 

Fig. 3. Territorial	Map assuming	all	functions	but	the	first	two	are	zero
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Conclusions in Brief

The statistical analysis of empirical data on TEA dynamics in GEM par-
ticipating countries do corroborate the zero hypothesis H1 that what is impor-
tant to interpret the TEA level is not so much the actual economic situation 
itself. Then we stated that there is not empirical evidence of GEM in Russia 
reliably confirming the hypothesis H2 on the same social, demographic or 
perceptual factors for both developed and younger market systems in transi-
tion. As we need an objective procedure for predicting national TEA level on 
the base of empirical data the main aim of our research has been to understand 
why theoretical models on TEA determining factors presented in recent lit-
erature are not true for a lower-mid developed transitional economy.

We have tried to adapt the Polanyi’ concept of path dependence into the 
analyses of TEA as economic and social phenomena for describing some fun-
damental specific of different types of national markets. As a result we con-
structed a FLDA model of TEA level, covering institutional effects on the base 
of ‘institutions-as-rules’ approach. The H3 was proved with its main conclu-
sion that an explanatory model of TEA of the adult population is possible only 
in the context of the understanding of different types of institutional matrix 
and historically grown conditions for entrepreneurship development within 
different clusters of national economies. It is the statement of validity of the 
path dependency thesis that also explains entrepreneurship development de-
terminants. 

Policy Implications and Future Research 

The implications of the findings are twofold. Firstly, for top managers and 
policy makers to consider the fundamental specifics of country’s socio-econom-
ic institutional arrangement, resulting from its the past development and to rec-
ognize and estimate the conditions for ‘entry’ into entrepreneurship. The FLDA 
model could be a useful instrument for evidence-based policy-making that 
may be defined as using state statistics and other statistical sources of infor-
mation systematically to highlight issues, inform programme of entrepreneur-
ship support design and policy choice, forecast and monitor policy impacts 
on entrepreneurship. The results of this study show the additional possibili-
ties of combining GEM statistical data and business demography as the foun-
dation for constructing aggregate entrepreneurship development indicators.
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The second important result is that the paper confirms that an explanatory 
model of the early-stage entrepreneurial activity of adult population is possi-
ble only in the context of the understanding of different types of institutional 
matrix and historically grown conditions for entrepreneurship development 
within different clusters of national economies. It is the statement of validity 
of the path dependency thesis also in explaining of entrepreneurship develop-
ment determinants.  Otherwise, it can be hardly explained, why the most so-
cially dynamic part of the population in different groups of countries does 
react to the global economic crisis in very different manners, even if the coun-
tries’ GDP levels are quite similar. Without taking this into consideration, one 
might wonder why some theoretical models of entrepreneurial activity deter-
mining factors used by numerous previous studies are now longer statistical-
ly significant now (or moreover show negative correlation) for younger mar-
ket systems and entrepreneurship in transitional economies. 
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Appendix 1. Variable information: variables’ list, 
descriptions and sources

This Appendix describes the variables collected for the thirty-four coun-
tries included in our study. The first column gives the name of the variable. 
The second column describes the variable and provides the source from which 
it has been collected. A source of empirical data is GEM database unless oth-
erwise is stated.

Variable Description

TEA Share (%) of early-stage entrepreneurs among adult population (calculated on 
the base of positive responses to the questions ‘You are, alone or with others, 
currently trying to start a new business, including any self-employment or sell-
ing any goods or services to others’, ‘Over the past twelve months have you 
done anything to help start a new business, such as looking for equipment or a 
location, organizing a start-up team, working on a business plan, beginning to 
save money, or any other activity that would help launch a business?´ and ‘Will 
you personally own all, part, or none of this business?’)

EA Positive response of respondent to the questions ‘You are, alone or with oth-
ers, currently trying to start a new business, including any self-employment or 
selling any goods or services to others’, ‘Over the past twelve months have you 
done anything to help start a new business, such as looking for equipment or a 
location, organizing a start-up team, working on a business plan, beginning to 
save money, or any other activity that would help launch a business?´ and ‘Will 
you personally own all, part, or none of this business?’ Yes=1, No=0

Age Age of the respondent

Education The variable is categorical:
No education 
Some secondary education
Secondary degree (used as reference category)
Post secondary education
Graduate degree

Work status The variable is categorical:
Full or part time work (used as reference category)
Part time work only
Retired or disabled
Homemaker
Student
Not working: Other

Perception of 
opportunities

Response to the question: ‘In the next six months there will be good opportuni-
ties for starting a business in the area where you live’ Yes=1, No=0

Perception of 
skills

Response to the question: ‘You have the knowledge, skill and experience re-
quired to start a new business’ Yes=1, No=0
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Variable Description

Fear of failure Response to the question: ‘Fear of failure would prevent you from starting a 
business’ Yes=1, No=0

Knows an entre-
preneur

Response to the question: ‘You know someone personally who started a business 
in the past 2 years’ Yes=1, No=0

GDP per capita 
2007 (GDP01)

GDP per capita 2007 (PPS) (for analytical purposes divided by 1000). Number 
expressed in $PPS per person. Source: World Economic Database (Oct 2008). 
International Monetary Fund. Available at http://www.imf.org/external/pubs/ft/
weo/2008/10/data/index.html

GDP per capita 
2008 (GDP01)

GDP per capita 2007 (PPS) (for analytical purposes divided by 1000). Number 
expressed in $PPS per person. Source: World Economic Database (Oct 2009). 
International Monetary Fund. Available at http://www.imf.org/external/pubs/ft/
weo/2008/10/data/index.html
World Economic Outlook Database – www.imf.org/external/ns/cs.aspx?id=28

rgdpjp Real GDP per capita GDP per capita 2006-2008 (PPS) (for analytical purposes 
divided by 1000). Number expressed in $PPS per person. Source: World Eco-
nomic Database (Oct 2009). International Monetary Fund. Available at http://
www.imf.org/external/pubs/ft/weo/2008/10/data/index.html

dvlpmnt Type of socioeconomic development: 
0 – Factor-Driven Economies 
1 – Efficiency-Driven Economies 
2 – Innovation-Driven economies 

  inf08 Inflation rate (%). Source: World Economic Database (Oct 2009). International 
Monetary Fund. Available at http://www.imf.org/external/pubs/ft/weo/2008/10/
data/index.html

  eadobusj Aggregate indicator of entrepreneurial framework conditions calculated as range 
among 183 countries (regarding the easy of doing business). Source: World Eco-
nomic Database (Oct 2009). International Monetary Fund. Available at http://
www.imf.org/external/pubs/ft/weo/2008/10/data/index.html

  hist2 Type of historical specific of the starting point of national market formation and 
development: 
(1) classical capitalist countries, 
(2) ‘green field’ capitalist countries, 
(3) new capitalist countries (overtaking development of national markets and 
enterprising systems in the first half of 20th century), 
(4) newest capitalist countries (post-Colonial, without long socio-economic in-
ception stage), 
(5) post-Socialist countries 

  oil Countries’ “resource curse” – oil and gas resources:
0 – no, 1 – yes 
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Table A2.2. Cluster Membership by TEA06-09 Index
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1 BE 1 0,53 22 LV 2 0,72

2 IT 1 0,21 23 SI 2 1,22

3 SE 1 0,19 24 CZ 2 2

4 JP 1 0,36 25 US 3 0,53

5 AE 1 0,48 26 NO 3 1,42

6 RU 2 0,99 27 AR 3 0,32

7 SA 2 0,56 28 BR 3 1,09

8 GR 2 2,05 29 CL 3 1,37

9 NL 2 0,43 30 MY 3 0,53

10 FR 2 1,46 31 AU 3 1,4

11 ES 2 1,42 32 IN 3 0,14

12 HU 2 0,19 33 IS 3 0,7

13 UK 2 0,08 34 HR 3 1,98

14 DK 2 0,53 35 UY 3 2

15 DE 2 1,64 36 CO 4 3,5

16 MX 2 0,59 37 ID 4 0,29

17 SG 2 1 38 PH 4 1,46

18 TR 2 0,22 39 TH 4 3,79

19 CA 2 1,27 40 CN 4 2,8

20 IE 2 1,5 41 JM 4 1,34

21 FI 2 0,86 42 PE 5 0
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9 IT 2 1,7 28 MK 3 2,09

10 UK 2 0,41 29 BA 3 3,04

11 DK 2 2,28 30 UY 3 0,67

12 JP 2 0,9 31 AR 4 2,28

13 TR 2 0,48 32 CO 4 5,64

14 IE 2 1,27 33 EC 4 1,64

15 FI 2 1,02 34 DO 4 1,53

16 LV 2 0,21 35 JM 4 3,24

17 YU 2 1,2 36 PE 5 2,16

18 HR 2 1,27 37 BO 5 2,16

19 SI 2 0,08
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3 Italy 1 0,12 29 Iran 3 1,01

4 Denmark 1 0,04 30 Tunisia 3 1,65

5 Japan 1 0,34 31 Iceland 3 0,37

6 United States 2 2,37 32 Latvia 3 0,46

7 South Africa 2 0,32 33 Panama 3 1,12

8 Greece 2 1,5 34 Uruguay 3 1,08

9 Netherlands 2 1,59 35 Lebanon 3 3,9

10 France 2 1,25 36 Jordan 3 0,83

11 Spain 2 0,46 37 Syria 3 2,61

12 Romania 2 0,57 38 West Bank & 
Gaza Strip 3 2,48

13 Switzerland 2 2,12 39 United Arab 
Emirates 3 2,18

14 UK 2 0,14 40 Peru 4 1,62

15 Germany 2 1,5 41 Brazil 4 3,97

16 Malaysia 2 1,18 42 Colombia 4 2,78

17 Korea 2 1,41 43 Algeria 4 2,61

18 Finland 2 0,43 44 Venezuela 4 0,63

19 Serbia 2 0,7 45 Ecuador 4 3,47
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21 Slovenia 2 0,25 47 Jamaica 4 3,44
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Herzegovina 2 1,17 48 Yemen 4 4,73
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24 Israel 2 0,51 50 Uganda 5 0,22
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26 Norway 3 2,55



43

A
pp

en
di

x 
3.

 A
na

ly
si

s 
of

 e
ar

ly
 e

nt
re

pr
en

eu
ri

al
  

ac
ti

vi
ty

 in
 b

eh
av

io
ur

al
 n

ot
io

n

T
ab

le
 А

3.
1.

 L
og

is
tic

 re
gr

es
si

on
 re

su
lts

: D
ep

en
de

nt
 v

ar
ia

bl
e=

TE
A

(Y
ES

)

M
od

el
 1

20
09

M
od

el
 2

20
09

M
od

el
 1

20
08

M
od

el
 2

20
08

C
oe

ffi
ci

en
t

st
d.

er
ro

r
W

al
d

C
oe

ffi
ci

en
t

st
d.

er
ro

r
W

al
d

C
oe

ffi
ci

en
t

st
d.

er
ro

r
W

al
d

C
oe

ffi
ci

en
t

st
d.

er
ro

r
W

al
d

G
en

de
r

ge
nd

er
(1

)
,1

92
,2

84
,4

58
,6

88
,2

97
5,

38
0

A
ge

ag
e7

c
1,

67
4

13
,9

18

ag
e7

c(
1)

,3
90

,6
27

,3
87

,7
51

,6
52

1,
32

6

ag
e7

c(
2)

,3
49

,5
63

,3
84

1,
14

0
,5

97
3,

64
8

.
ag

e7
c(

3)
–,

08
0

,5
72

,0
19

,6
67

,5
96

1,
25

3

ag
e7

c(
4)

,1
83

,5
67

,1
04

–,
76

8
,7

12
1,

16
4

Ed
uc

at
io

n
ru

re
du

c
1,

15
0

8,
11

7

ru
re

du
c(

1)
–,

69
5

,8
41

,6
84

–3
,1

17
1,

17
5

7,
03

6

ru
re

du
c(

2)
–,

17
5

,5
76

,0
92

–,
42

1
,2

90
2,

11
1

ru
re

du
c(

3)
–,

27
1

,3
13

,7
53

W
or

k 
st

at
us

oc
cu

92
,2

13
10

,1
80

oc
cu

p(
1)

17
,4

35
76

41
,2

19
,0

00
,8

71
1,

05
6

,6
80

oc
cu

p(
2)

18
,1

54
76

41
,2

19
,0

00
1,

78
1

1,
10

8
2,

58
2

oc
cu

p(
3)

20
,3

29
76

41
,2

19
,0

00
1,

58
7

1,
14

8
1,

91
1

oc
cu

p(
4)

17
,9

44
76

41
,2

19
,0

00
1,

16
5

1,
20

3
,9

39

oc
cu

p(
5)

,1
23

81
97

,7
88

,0
00

,6
19

1,
26

9
,2

38



44

M
od

el
 1

20
09

M
od

el
 2

20
09

M
od

el
 1

20
08

M
od

el
 2

20
08

C
oe

ffi
ci

en
t

st
d.

er
ro

r
W

al
d

C
oe

ffi
ci

en
t

st
d.

er
ro

r
W

al
d

C
oe

ffi
ci

en
t

st
d.

er
ro

r
W

al
d

C
oe

ffi
ci

en
t

st
d.

er
ro

r
W

al
d

oc
cu

p(
6)

–,
25

5
85

22
,2

82
,0

00
2,

14
1

1,
20

5
3,

15
9

oc
cu

p(
7)

16
,7

71
76

41
,2

19
,0

00

K
N

O
W

EN
18

,7
24

22
23

,7
09

,0
00

,8
29

,7
15

1,
34

3

O
PP

O
RT

–,
27

3
,5

74
,2

26
,1

39
,5

66
,0

60

SU
SK

IL
1,

22
0

,5
92

4,
24

6
2,

78
4

,7
45

13
,9

56

FR
FA

IL
,2

49
,5

39
,2

14
–1

,2
57

,6
38

3,
87

4

C
on

st
an

t
–2

1,
20

3
76

41
,2

19
,0

00
–2

1,
55

1
22

23
,7

09
,0

00
–4

,7
97

1,
18

8
16

,3
04

–4
,4

86
,7

52
35

,6
05

N M
od

el
 

C
hi

–s
qu

ar
e 

[d
f]

11
5,

14
5

43
,7

31
51

,9
28

41
,1

98

B
lo

ck
 

C
hi

–
Sq

ua
re

 
[d

f]

11
5,

14
5

43
,7

31
51

,9
28

41
,1

98

%
 c

or
re

ct
 

pr
ed

ic
tio

ns
96

.2
96

.5
96

.5
95

.6

R
2

0.
24

2
0.

33
7

0.
11

7
0.

34
6

**
* 

si
gn

ifi
ca

nt
 a

t p
 ≤

 .0
01

; *
* 

si
gn

ifi
ca

nt
 a

t p
 ≤

 .0
1;

 *
si

gn
ifi

ca
nt

 a
t p

 ≤
 .0

5;
 +

 si
gn

ifi
ca

nt
 a

t p
 ≤

 .1
.



45

Appendix 4. Brief Statistics’ description for TEA09 
Index Classification

Table A4.1. Countries’ individual attribute statistics

country tea09cl dvlpmnt hist2 country tea09cl dvlpmnt hist2

United States 1 2 2 Malaysia 1 1 4

Russia 0 1 5 Japan 0 2 1

South Africa 1 1 3 Korea 1 2 4

Greece 2 2 1 Iran 2 1 4

Netherlands 1 2 1 Uganda 3 0 4

Belgium 0 2 1 Iceland 2 2 3

France 1 2 1 Finland 1 2 3

Spain 1 2 1 Latvia 2 1 5

Hungary 2 1 5 Serbia 1 1 5

Italy 0 2 1 Croatia 1 1 5

Romania 1 1 5 Slovenia 1 2 5

Switzerland 1 2 1 Bosnia and 
Herzegovn 1 0 5

United Kingdom 1 2 1 Venezuela 3 0 4

Denmark 0 2 1 Ecuador 3 1 4

Germany 1 2 1 Uruguay 2 1 4

Peru 3 1 4 Jamaica 3 0 4

Argentina 2 1 4 Jordan 2 1 4

Brazil 3 1 4 United Arab 
Emirates 2 2 4

Chile 2 1 4 Israel 1 2 2

Colombia 3 1 4 n Total 39 39 39
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Table A4.2. Group Statistics for TEA09 Index Classification

tea09cl  Variables Mean Std. Deviation Valid N (listwise)

Unweighted Weighted

,00 dvlpmnt 1,8000 ,44721 5 5,000

  inf08 5,4200 4,93733 5 5,000

  eadobus09 48,2000 49,02244 5 5,000

  rgdp08p 31571,0273 8988,61387 5 5,000

  hist2 1,8000 1,78885 5 5,000

  oil ,2000 ,44721 5 5,000

1,00 dvlpmnt 1,5882 ,61835 17 17,000

  inf08 5,6418 2,73680 17 17,000

  eadobus09 47,5294 37,06265 17 17,000

  rgdp08p 26783,3123 12547,37873 17 17,000

  hist2 2,8824 1,72780 17 17,000

  oil ,0000 ,00000 17 17,000

2,00 dvlpmnt 1,3000 ,48305 10 10,000

  inf08 11,8180 6,33673 10 10,000

  eadobus09 74,8000 45,02296 10 10,000

  rgdp08p 20954,0830 12542,08399 10 10,000

  hist2 3,8000 1,13529 10 10,000

  oil ,2000 ,42164 10 10,000

3,00 dvlpmnt ,5714 ,53452 7 7,000

  inf08 11,6971 8,50614 7 7,000

  eadobus09 103,4286 49,67514 7 7,000

  rgdp08p 8238,6606 3782,31577 7 7,000

  hist2 4,0000 ,00000 7 7,000

  oil ,1429 ,37796 7 7,000

Total dvlpmnt 1,3590 ,66835 39 39,000

  inf08 8,2838 6,02407 39 39,000

  eadobus09 64,6410 46,60387 39 39,000

  rgdp08p 22573,9205 13093,22567 39 39,000

  hist2 3,1795 1,55380 39 39,000

  oil ,1026 ,30735 39 39,000
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Чепуренко, А. Ю. Ранняя предпринимательская активность: объясняющая модель для 
межстрановых сопоставлений : препринт WP1/2011/04 [Текст] / А.Ю. Чепуренко, М.В. Габелко, 
О.И. Образцова ; Нац. исслед. ун-т «Высшая школа экономики». – М. : Изд. дом Высшей школы 
экономики, 2011. – 52 с. – 150 экз. (на англ. яз.).

при разработке объяснительной модели ранней предпринимательской активности 
(измеряемой индексом общей предпринимательской активности – TEA) необходимо рассматривать 
«институциональные матрицы» различных обществ, или фундаментальную специфику различных 
типов национальных рынков. 

при сравнении характеристик стран – участниц GEM со стабильно высоким или низким 
уровнем TEA использован линейный дискриминантный анализ по Фишеру (ФЛДА), чтобы 
исследовать, различаются ли разные группы стран по линейной комбинации переменных-
предикторов и выяснить, какие переменные ответственны за такое разделение стран. Модель 
ФЛДА объясняет параболическую форму отношения между уровнем экономического развития 
и TEA. База данных независимых переменных включает в себя некоторые различные 
количественные, ординальные и номинальные переменные, определяющие контекст национальной 
истории накопления капитала. Используя ФЛДА, как показано в тексте, можно предсказывать 
будущие тенденции TEA – и не только для стран – участниц GEM. 

Ключевые слова: ранее предпринимательство, старт-апы, методы обследования, межстрановые 
сравнительные исследования, сравнительный анализ экономических систем – индексы и агрегаты, 
удельные распределения, особенности статистики.
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