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1. Introduction

Due to globalization, national languages have garnered more interest all over the world,
and Russian is no exception. More and more foreign students want to learn the language of
Tolstoy and Pushkin. Unfortunately, when students start learning, they often have a lack of
manuals or textbooks that could have helped them acquire the language efficiently. The language
of news texts and articles is especially difficult to learn.

To fill the gap of information which can be adapted for a student’s learning needs, a
scientific group of students and professors from the Higher School of Economics launched a
project called «CorpLing». The project’s main goal is to create helpful electronic multimedia
manuals for students who are planning to learn Russian as a foreign language.

The project was implemented in two stages. In the first stage we created an electronic
textbook, using the “eFront” learning management system, called «Russian verb». The manual
is focused on the productive prefix word-formation of Russian verbs and intended for advanced
students. Foreign students were offered to choose any prefix from the list and read details about
it and its meaning. The theoretical material was accompanied by examples from modern texts
about various topics. Moreover, the stress marks that are provided throughout the tutorial provide
optimal training to correct students’ intonation and pronunciation.

We used the Russian National Corpus (RNC), because it contains different types of language
material. More than 500 million words help us to provide a tutorial from literature, scientific,
business and the everyday use of words.

An undisputed advantage of using the RNC to create new interactive textbooks is the
ability to determine the most frequent grammatical and lexical constructions. Unlike formal
artificial examples, which are widely used in paper-based textbooks, our electronic textbook
helps foreigners to focus on everyday language and acquaints them with language changes. The
wide coverage of vocabulary associated with fiction, media, online blogs, forums and other areas
of communication allows foreigners to expand their vocabulary in the professional sphere.

This stage of the project showed that using the RNC’s authentic materials as a basis for
the textbooks proved to be effective, but at the same time quite difficult. First of all, Russian
vocabulary and syntax are quite difficult to understand. Texts that reflect a living Russian
language are usually taken from blogs and forums, where Internet users do not always express
their thoughts in correct Russian and often use slang words. Many of the selected phrases often
contain specific terms which were particular to a kind of special activity or profession. These
words are difficult for foreigners to understand, and so we tried to avoid them when creating a
textbook. The editing process was manually implemented and took a considerable amount of
time to carry out.

Having discovered the complexity of the manual adaptation process, our group came up
with another idea, and we decided to improve the project using an automatic process. We wanted
to reduce the number of people spending time on adapting texts and exercises according to a
student’s language level. Therefore, the second part of the «Russian Verb» project was the
development of using adapted journalists’ texts. Our group switched from scientific and applied
tasks to experimental research in the second stage.

Section 2 focuses on the problem of using adapted texts in teaching and commercial
activities. In Section 3, we prototype an algorithm for text and single sentence retrieval with
needed ratability level. In Section 4 we empirically explore how people simplify a text. Section 5
proposes an approach for the automatic adaptation of texts to a lower level
of readability. In Section 6 we present a case study of text adaptation. Section 7 concludes the
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2. Using adapted texts in teaching and commercial activities

Internet users currently generate a large amount of content, in any language of the world,
through news, analytical news articles or users’ comments. Using these types of texts seems to
be useful when learning a foreign language, as reading in a foreign language shapes the
perception of new and relevant information in another language. Understanding the content of
articles helps students to develop their language skills and educate them about the culture

The main obstacle for a student learning a foreign language through contemporary texts is
the complexity of the language used in the news. Authors normally write for native speakers,
who can easily overcome language novelties, while for a student learning a language it is
important for a text to be adapted to their level. The most difficult things like low-frequency
vocabulary and complex syntactic constructions must be changed to simpler and more common
ones. If the text is to be brought in line with the student’s language level and simplified,
significantly revising the text can sometimes be as difficult as writing a new one. The process of
rewriting for the student’s level is called abridgment or adaptation and is done manually.
Adapted or abridged texts are undoubtedly easier to read for someone who is not a native
speaker (Chandrasekar et al., 1996).

Text abridgement takes any professional a long time to do, and since it is so time
consuming, the process can become quite expensive. It has therefore not been used for the large
volumes of information on the internet. However, we were interested in giving this information
to our students, and so we started to think about making this process less time consuming and
expensive by using computer technology.

There is another reason to use news texts. Search engines rank internet resources by
taking into account the speed with which they are updated. News web-sites which create the so-
called “second level” news (created from open sources and news agencies), fight for visitors and
search engines’ high rankings. The task of the person rewriting a text is to write an article about
a hot topic, using new expressions and language structures to make the text look unique. A copy
writer operates the same facts, writes about the same people and, geographic location, but using
different expressions. As a result, the network generates a lot of texts. Therefore, our idea is to
use this fact to select synonymous words and expressions from the news.

The second stage of our work’s objective was to study approaches that would help us to
automate the abridgment process of news texts. This stage began with a deep study of syntactic
structures and the lexical complexity of sentences in the existing Russian language textbooks
which are available for foreign students. The results show that these sentences are adapted for
students with a very limited knowledge of language structures. For example, textbooks do not
contain complications such as a recursive chain of subordinate clauses, involving constructions
and adverbial participles, information in parentheses or the formal ways of expressing direct
speech. Dictionaries and glossaries only include the active lexical minimum, which can
correspond to a certain level of competence in the language, excluding very difficult words. At
the same time, news texts and examples of the RNC represent the true base of the language and a
level of syntactic complexity which is often much higher than in existing textbooks.

We took part of the morphologically marked corpus SynTagRus to sample the basis of
the syntactic structures (Nivre et al., 2008). All sentences in SynTagRus were analyzed as
“simple”, corresponding to the threshold level of proficiency in Russian as a foreign language,
and «complicated» respectively.

In this research, the concept of “simple” sentences does not have the same meaning as
generally used in linguistics and syntactic field. Based on the requirements to study Russian as a
foreign language for Al and A2 level, we formulate the main characteristics of “simple”
sentences for specific academic purposes; a sentence length from 2 to 10 words, no participles
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and a gerundial clause; no more than three homogeneous members and compound and complex
sentences split into simple ones. Elliptical sentences are not taken into account.

Examples:

U yena na nux o6wi1a 8vbICOKOIL.
OonuM U3 OCHOBHBIX NPOOYKMOB NUMAHUS HA nobepedicbe OblLia pwioa.

During the second stage, we automatically identify the text’s readability and convert
complex parts into “simple” ones. The final product, which must automatically simplify the text,
is expected to be an intermediary between students and the source. Identifying the rules for
transforming the syntactic structure without changing the meaning may encourage more
theoretical research in the cognitive domain.

Among further steps, we carried out a detailed study of how texts are adapted by
linguistic rules and we worked with lexical analyzer and frequency dictionary. We also began to
programme add-ons that would allow us to adapt and simplify the language structures and
configure and integrate lexical analyzers.

3. Readability prediction

The first step was to apply the models which had been developed to predict readability
for children, to readability prediction for Russian as a foreign language. We extracted features
from a collection which consisted of 219 texts divided into four groups. The levels were
distributed as follows: A1 (elementary) — 52 texts, A2 (basic) — 57, B1 (first) — 60, C2 (difficult)
— 50 texts according to the levels in the Common European Framework of Reference for
Languages (CEFR) (Verhelst et al., 2009). The first three groups included texts created
especially for second language learners of Russian through news articles, bearing in mind their
level of language knowledge’.

Some classical methods for identifying the readability level are well-known. The Dale-
Chall model, the Flesch-Kincaid model grade level and Mackovsky’s model are widely used,
alongside others, in modern online readability predictors®. The Flesch-Kincaid model [2]
discussed the complexity of English texts as a linear function of the average number of syllables
per word and the average length of the sentence. An output value relates to a U.S. grade level, or
the number of years of education required to understand the text.

Rpx=[(11.8XxASW)+(0.39xASL)~15.59] (1)

The ASL is the average sentence length (number of words divided by the number of
sentences) and the ASW is the average number of syllables per word (number of syllables
divided by the number of words).

Dale and Chall’s formula [3] also defines the syntactic difficulty of the text as the average
length of the sentence, but for the lexical variable it uses the percentage of words which are not
from the list of 3000 Simple Words (NSW), which is based on words’ familiarity. This means
that all the words in the list would be familiar to US children in the 4th grade.

Rp.ch=[(0.1579x NSW)+(0.0496x ASL)+3.6335] 2)
This formula developed for children who have a low level of language proficiency.

The automatic identification of reading difficulty in Russian is also researched in a
number of works. Oborneva's (2006) work adapts Flesch and Flesch-Kincaid’s formula for
Russian by adjusting the coefficients. She compares the average length of syllables in English

3 http://texts.cie.ru
4 http://ru.readability.io/
> https://readability-score.com/



and Russian words and the percentage of multi-syllable words in dictionaries for these
languages.

RRk=[(8.4xASW)+(0.5xASL)~15.59] 3)

Using her adaptation method to Russian, we change a coefficient in the Dale and Chall
formula according to the ratio of the average sentence length in both languages. Most of our
foreign students have a low level of Russian language proficiency and we have a list of words
that are recommended to be used in the students’ active vocabulary. We can calculate the NSW
variable as the number of words not included to this list. Therefore, Dale and Chall’s readability
formula for Russian as a foreign language looks like this:

RRD.cr=[(0.1579% NSW)+(0.062x ASL)+3.6335] (4)

The number of non simple words (NSW) is counted as the number of words which are not
included in the set of our target level’s lexical minimum (Andriushina, 2011).

A readability formula was developed especially for Russian children by Mackovskiy
(1973). He used the standard regression technique and analyzed 50 texts marked by 60 children
and two factors: non simple words and the average sentence length.

RM\ae=[(0.123% NSW)+(0.62xASL)+0.051] (5)
Non simple words (NSW) here are taken to mean any words with more than 3 syllables.

We calculate the empirical distribution functions of R p.ch, R"px and R, for each
text from the 4 readability levels. Using empirical distribution, we estimated the parameters of
the Gaussian function for each subset. The results are shown in Figure 1.
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Figure 1 Estimated distribution of values R®"p.c,, R®k.x and R "y1ac

Given these results, some mean values of distribution function are comparable but the
standard deviations are quite different for different methods. The lowest standard deviations are
found in the Dale and Chall formula. The Flesch-Kincaid model shows the highest deviations,
and Mackovskiy’s model seems to have the best fit.

The second task was to perform the prototyping retrieval of Russian texts with needed
readability. The main goal of this process was to discover which variables and classification
algorithms would allow us to obtain the highest indicators of precision and recall of readability
prediction. The evaluation was performed using cross validation on the test part of our collection
with 219 texts. Three features from previous models (ASL, ASW and NSW) we complemented
by 22 features proposed in previous work:

1. Average number of words in the sentence of the text



Average length of one word in a sentence

Text length in letters

Text length in words

Average sentence length in syllables

Average length of words in syllables

Percentage of words with number of syllables equal to or more than N. We define N as a

value from 3 to 6

8. Average sentence length in letters

9. Average length of words in letters

10. Percentage of words with number of letters equal to or more than N. We define N as a
value from 5 to 13

11. The percentage of words in a sentence not included in the A1 level’s active vocabulary

12. The percentage of words in a sentence not included in the A2 level’s active vocabulary

13. The percentage of words in a sentence, not included in the B1 level’s active vocabulary

14. The occurrence of concrete parts of speech in the sentence

Al

We marked seventeen parts of speech in the texts according to the list of grammar marks
in the OpenCorpora (Bocharov et al., 2011):

noun (NOUN)

full form of an adjective (ADJF)
short form of an adjective (ADJS)
comparative (COMP)

personal form of the verb (VERB)
infinitive form of the verb (INFN)
full participle (PRTF), short participle (PRTS)
gerund (GRND)

numeral (NUMR)

adverb (ADVB)

noun-pronoun (NPRO)
predicative (PRED)

preposition (PREP)

conjunction (CONJ)

a particle (PRCL)

¢ interjection (INTJ)

We were interested in occurrence of parts of speech as proposed by (Franccois, 2009).

We did not use some of the variables described in (Nevdah, 2008) due to the way that our
texts were adapted, nor did we use variables connected with paragraphs, given that our texts are
very short. The texts do not have syntactic markup, which is why the concept of a phrase was
not used either.

We use a well known classification algorithm (Classification Tree, SVM and Logistic
Regression, Random Forest) to conduct a series of experiments about retrieving texts with the
necessary level of readability. Due to the fact that the results of the SVM technique reached
98%, it is possible to say that the results meet the needs. This high result could be explained by
the fact that the collection of texts used for the evaluation was created especially for foreign
students, and seem a bit artificial for native speakers.

The next task was to make a prototype of an algorithm to retrieve difficult single
sentences for further simplification. This algorithm is based on a sentence which was classified
according to its readability. 25 variables from the texts mentioned above were adapted to be
extracted from a single sentence. Traditional classification techniques like the Flesch-Kincaid
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and the Dale-Chall model were also adapted to identify the lexical and structural complexity of a
single Russian sentence.

We used a subcorpus of the Russian national Corpus (RNC) called the SynTagRus corpus
(Nivre et al., 2008) to evaluate our results, which has morphological and syntactic metadata. We
manually tagged 3500 sentences from this subcorpus to mark their structural level of perception
complexity. We found out that level B1 suits the majority of our students, and so we created a
binary sentence markup: 1) B1 or lower than B1 and 2) Higher than B1. The best results for the
single sentence readability prediction are shown in Table 1.

Table 1. Single sentence readability prediction using all variables and syntactic links

Classificat| F-measure
Method ion (difficult Precision Recall
accuracy /simple)

: 0.8906/ 0.8354/ 0.9537/

Naive Bayes  0.8191 ' 7¢- 0.6975 0.3621
0.8893/ 0.8571/ 0.9241/

Knn 0.8224 5501 0.6493 0.4772
0.9640/ 0.9620/ 0.9661/

Random Forest 0.9443 0.8768 0.8832 0.8705
Classification 0.9364 0.9584/ 0.9679/ 0.9491/

Tree ) 0.8648 0.8380 0.8933
0.9125/ 0.9679/ 0.9491/

SVM 0.8633 6875 0.7165  0.6607

All of the features (including statistical, lexical and syntactical) can predict sentence
readability with a 0.9661 recall using the Random Forest algorithm. The most important features
for this classification are lexical. To analyze the contribution of a particular variable, we counted
information gain value and test accuracy with a different subset of variables.

Table 2. Results of total readability prediction using all variables and syntactic links

Variable name Information gain ratio
The percejntage of yvords in a sentence are not 0318
included in the active vocabulary of the B1 level
Sentence length in letters 0.122
Percentage of words with 3 syllables or more 0.119
Sentence length in syllables 0.118
Sentence length in words 0.098
Syntactic predicative link 0.095
Average words length in syllables 0.092
The average length of one word in a text 0.092
Percentage of words with 7 letters or more 0.069
Percentage of words with 5 letters or more 0.069

Finally, we found one variant of the model to effectively identify the readability of
Russian sentences using syntactic links. The results indicate that knowing the syntactic structure
weakly increases accuracy. Structural complexity is highly correlated with sentence length. For a
more detailed description see Karpov et al.'s (2014) article.



4. Empirical analysis. Morphological and syntactic adaptation.

To construct the automated system of text adaptation, we empirically explored how
people simplify texts. We took a set of news texts with different kinds of topics, including 10
texts from the RIA news agency’s web site. We then asked independent experts who specialize
in teaching Russian as a foreign language to adapt these texts manually to an elementary level of
the language. At the same time, we recorded the methods that the experts used. When they
finished, each expert wrote a report, where all the methods used for adapting the text were
systematized.

The original text:

Oxcnepmut "JIK" nposenu uccneoosanue mpex poccutickux coyuanvhvix cemeti. "BKonmaxme",
"Oonoknacchuku" u "Mou Mup". B xo0e HedenbHo20 ucciedo8anus IKCnepmuol GblACHULU, YO
pebenky 6 sospacme 13 nem 6 coycemu "BKoumakme" no 3anpocy "nopno" evioaemcs cnucox u3z
3aKpbIMBIX 2PYNN, HO NPU 86€0EHUU 8 NOUCKOBbIL 3aNPOC CUHOHUMOS D020 CL08A PeOEHOK
nouyyaem nepeyeHb OMKPbIMbIX SPYNN, COOEPHCAUUX UHDOPMAaYUIo NO 3anpaiueaemoll
memamuxke, u mModxcem 6e3 npoonem ee npocmompems. Kpome mozo, pebenox ne 3acmpaxoeam
om obweHUs ¢ nedoduramu 8 coycemu, Moxcem no08epP2amvbCsi MOPATbHOMY HACUIUIO U
3any2uBaHuIO0, a MaKHce CMOIKHYMbCA ¢ MOweHHukamu. B coyuanvrou cemu "Oonoxnacchuxu”
no 3anpocy "nopno" u e2o cunoHuUM08 pebenKy cmano8umcs 00CMyneH CNUCOK 3aKpblMblX
2PYRN, 8 KOMOpble Helb3s NONYYUms 00Cmyn. B amotii coyuanvnoti cemu noopocmok modxcem
paccuumuigams moavbko Ha "neekyio spomuxy”. Obwenue c neoogunamu ¢ "Oonoxnaccruxax"”
C8E0EHO K MUHUMYMY, a KAKUX-TUOO0 U008 MOULEHHUYECMBA IKCNEPMbL 8 CEMU He OOHAPYHCUTU.

This is the first adapted variation:

Okenepmur "JIK" uzyuunu mpu poccutickue coyuanvuwvle cemu. "BKoumaxme”,
"Oonoknacchuku” u "Mou Mup". 3a nedento ucciedosanus IKcnepmvl HOHAIU, YMO 8 COYcemu
"Browmaxme" no sanpocy "nopno" pebenox 6 eozpacme 13 nem euoum zaxpwvimoie epynnwvl. Ho
npuU NOUCKe CUHOHUMOB 21020 C1108a pebeHOK Noryuaem omkpulimsie 2pynnsl. B Hux ecms nopHo,
U pebeHOK MOodcem Noy4Ums e2ko e2o cmompems. Kpome mozo, pebenok moircem oouamucs ¢
neoogunamu 8 coyuanvroul cemu. On Modxcem 6cmpemumsbcs ¢ MOpanrbHulmM Hacuauem. Takoce
OH MOJICEm 8CMPEMUMbCs ¢ MoweHHukamu. B coyuanvrnou cemu "Oonoxnacchuxu' no zanpocy
"nopno" u e2o CUHOHUMOB pebeHOK 8UOUM 3aKPbIMble SPYANbI, 8 KOMOPble OH He MOXNCen 60UMU.
B smoti coyuanvroti cemu noopocmox moxcem noayuums moiavko "neekyro apomuky”. B
"Oonoknaccrhukax" noumu nem odwenus ¢ neoogpunamu. Taxoice sxcnepmol He HAULTU
MOUWEHHUYECm8ad 8 MOt cemiu.

The second adapted variation:

Oxcnepmol uccnedosanu mpu poccutickux coyuanvuwvix cemu. "BKoumaxkme", "Oonoxnaccnuxu”
u "Mou Mup". Pebenox 13 nem 6 coycemu "BKonmaxme" no 3anpocy "nopuo" naxooum
3axkpeimvle epynnul. llpu noucke CUHOHUMOB 5MO20 C108a pebeHOK noayuaem OMKpblimble
epynnvl ¢ uHgopmayuer no Smoi meme, U Modxcem ee nocmompems. Pebenox moowcem
obuamoeca ¢ nedouiamu 6 coyuanvHou cemu. OH MoOdcem NOOBEP2aAMbCs MOPANLHOMY
HACUTUIO U 3aNY2UBAHUIO, d MAKICEe 6CMPEMUMbCs ¢ MOweHHuKamu. B coyuanvhot cemu
"Oonoxnacchuxu" no 3anpocy "nopno" u e2o CUHOHUMOB PeOEHOK HAXOOUM 3aKpblmble cPynnbl.
B smou coyuanvnou cemu noopocmox modxcem cmompems monvko "neckyio spomuky”. B
"Oonoxnaccrhuxax" noumu nem obwjeHus ¢ nedopuiamu, U MOUEHHUYECMBd IKCNepmbvl 8 Mot
cemu He Hauilu.



Having compared the results, we offered a list of rules that described the way in which
sentences are morphologically adapted.
Examples of noun adaptation:
a) the noun/verb (which can be replaced by a nominal predicate) and a noun, formed through a
verb nominalizing transformation, are replaced with a nominal predicate + verb:
0 HeooOXo0umocmu RPUHAMUA Mep => 0 MOM, YMO HeoOX00UMO NPUHAMbL Mepbl
AOMUHUCPAMUBHO20 XapaKmepa
mpeoyem 00712020 MECMUPOBAHUA U OMJIAOKU => HYHCHO MHO20 MECHMUPOAmb U
omanaxcueamsp

b) abbreviations and acronyms are replaced by full forms of the words or general synonyms
Munoopuayku => Munucmepcmeo o0pazoeanus u HayKu
coycemu => coyuanIbHbvle CEMu
0OAO «Pocmenexom» => komnanusa «Pocmenexom»
HUY «Bvicwas llkona Sxonomuxkuy => ynueepcumem «Buvicuas [llkona IkoHomukuy»

¢) a noun, formed through the substantivisation of the past participle, is to be replaced by the
construction «ToT, KTo + verby

JKeJIAI UM OpOCUTh KYpUTh => TeM, KTO X04eT OpOCUTh KypHUTh

Similar rules have been established for all parts of speech.

It is not possible to achieve the desired results immediately when using automatic
adaptation,. Given the fact that the automation process of linguistic rules and their further
verification may take quite a long time, we decided to use an alternative way to find difficult
constructions and simplify them. The methodological idea is to mark morphological units, which
complicates the syntactical structure of the sentence. At this stage, the program looks through the
text sequentially in different modes, and at each stage complex units are marked with a certain
color. Then, the changes are memorized and the program returns to the homogeneous black text.
Visual highlighting facilitates manual adaption, which is still the most useful way of simplifying
the text:

1. The program highlights a chain of nouns in the genitive form

Ilo cnosam mpedcmasumensi MUHUCMEPCMBA, NO COOOWEHUIO A2EHMCMEA HOBOCMeEl, NO
pe3yibmamam paccied08anus (Gakmoe HapyuleHull NopsaoKa NposeoeHuUs: eOUHO20
20CY0apCcmMEeHH020 IK3AMEHNA ...

0 HE0OX0OUMOCIU NPUHAMUSL MeP AOMUHUCTPAMUBHO20 XAPAKMepd.

2. The program marks structures consisting of a verb in the indicative mood and the infinitive if
there is no punctuation. They can often be replaced by a single verb.
Tlo3zsonsam npedomepamums, n0O360/5em NPOCYUMAMb, MONCEM NPUBTEUDb
3. Participles can be replaced by clauses later, which are easier to understand.
yumaswiull 8 oemcmee — KOMOpwlll YUmai 6 0emcmee, cooepiucauux uxHgopmayuo —
Komopbule cooepicam uHpopmayuio
4. A variety of composite conjunctions can be successfully replaced by more commonly used
simple ones; the list of conjunctions is finite
He MONbKO — HO U, KaK — MakK u; 00 mex nop, noka, necmomps Ha mo, umo and so on
Alongside the extant work on text adaptation, we worked on simplifying the syntactic
structures of Russian. We began with analyzing Russian language grammar in accordance with
normative reference books and textbooks, as well as courses of lectures on morphology and
Russian syntax. Then we compared the material with the standards for learning Russian as a
foreign language at an elementary level and made a list of what ought to be present in the
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grammatical minimum. Amongst that list were syntactical and semantic complex structures, as
well as more complex sentences which are too difficult to understand at an elementary level.
We divided complex structures into several categories according to Russian’s syntactic structure:

» communicative: modality, emotional coloring (interjections, parenthesis, addressing)

* structural: any participles, conjunction constructions

* structural-semantic

It is important that a complicating component can be expressed with any language unit; a
separate word form (often accented using particles or conjunctions); compound range; phrases;
(grammatical construction of the main word and dependent words) or sentences.

Complex sentences were classified according to grammatical and formal indicators, such
as the presence of several verbs with one grammatical form in the sentence. After classification,
we worked on filling the classification slots and directly making rules that would exclude
complex constructions that are not included in the basic language minimum.

One of the most important tasks was to describe the collection of rules within a syntactic
minimum of Russian as a foreign language (RLF) for the first certification level, as well as
continuously replenishing the collection of the prohibition rules. These rules describe structures
that should not be present in the adapted sentences.

An example of a prohibition rule is as follows:
There should not be structures with the formula:

-the first sentence contains more than 8 wordforms, and then a compound or a complex sentence
-more than eight word forms in the sentence, then a conjuction [u a, no, unu] and the second
part of the compound or a complex sentence of more than 8 wordforms.

Sentences containing subjective modality words [BooOpasute, Boobpaszute cede, BooOIIe,
BOOOIIIE TOBOPSI, BOOOIIE-TO].

The task of the linguist was to create a collection of rules which could be programmed
and used as a key:
a) to extract the simplest structures from a text material of different types of complexity by
replacing things that are difficult to understand and that are not included in the grammar
minimum
b) to simplify complex structures that are not included in the grammar minimum

After studying the grammar guides and grammatical minimum for learning Russian, in
accordance with the requirements for RLF training, we described several kinds of simple
sentences (one to five word sentences). For each type of two and three-word sentences, we
described the possible combinations of the sentence members’ morphological compatibility.

1. ADIJF masc/femn/neut, sing/plur, nomn + NOUN anim/inan, masc/femn/neut, sing/plur,
nomn Koporkmuii cpok.

2. NOUN anim/inan, masc/femn/neut, sing/plur, nomn + NOUN anim/inan, masc/femn/neut,
sing/plur, nomn TBou Bemu.

3. NUMR masc/femn/neut, sing/plur + NOUN anim/inan, masc/femn/neut, sing/plur, nomn
JecaTnplii OueT.

4. PRTF masc/femn/neut, sing/plur, nomn + NOUN anim/inan, masc/femn/neut, sing/plur,
nomn CTapeiomasi KOKeTKa.
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5. Supr masc/femn/neut, sing/plur, nomn + NOUN anim/inan, masc/femn/neut, sing/plur,
nomn IlpexkpacHeiiias geBymka.

We attempted to define a way of building an automatic algorithm to develop linguistic
rules for simplifying sentences (to use materials in the electronic manual). We chose whether this
was a way of excluding difficult structures which were not included in the grammar minimum,
or whether it would be an algorithm based on grammatical similarity. If we had the model
structures which were easy to understand then the program locates similar ones. It was decided
to integrate two possible ways of achieving the best results.

5. The Lexical Adaptation Algorithm

In many cases, only using lexical adaptation methods can significantly improve the
readability of the text. Moreover, these methods are relatively easy to automate, in comparison to
structural adaptation. Let us consider a 'difficult' word to be replaced, w. We have formulated the
task as compiling a list of words to replace w in the text, each of which has its own weight
R= {rl,r2 T } The weight of w, which is also added to the list, is ry.

R={r0,rl,r2...rsw} (D)
The number of word substitutes S, depends on w itself. Weight 7; should reflect both ease
and semantic proximity, so to calculate it we factor in the following:
1. Whether the word is included in the Bl (our target level) lexical minimum
(Andriushina, 2011) — r;;.
2. General word frequency in Russian — r;;. This is determined using data from the
Russian National Corpus® which consists of over 300 million words
3. Whether the word is present in the dictionary of synonyms. The dictionary contains
over 300,000 words and expressions and relies on the ASIS word database (Trishin, 2010) and
the AOT morphological dictionaries (Sokirco, 2004) — r;;.
4. Whether the word is a hypernym or a hyponym of w — r;,. This was taken from the
YARN project (Ustalov, 2014).
5. Contextual proximity (being used in similar contexts) of the substitute under
consideration and w — 7;s.
We attempt to determine the weights of the word according to each of these factors
(Karpov, 2014), and then calculate the overall weight using the following formula:
1= 1y X1 X (1 +14) X 15 ()
The weights of the lexical minimum dictionary 7;; and dictionaries ;3 and 7,4 are binary
and are equal to 1 if the word is on the list and 0 if not. The contextual proximity of word w with
itself — rys is calculated as a maximum proximity value with other words.
fps = max {Vis}

i=1...8,
The overall weights 7; are ranked in descending order, so that the first word on the list is
the one with the greatest weight.
Sub = argmax(R = {ro,rl,rz Ty })

We consider Sub to be the best substitute candidate. Words with zero weight are
discarded. Therefore, the suggested substitute list only contains words that are included in the
lexical minimum and are in the synonyms and/or hypernyms/hyponyms dictionary. The word
with the greatest weight replaces w.

Lexical substitution often necessitates morphological alterations to the dependent words
in synthetic languages like Russian. For example, if we were to replace the rarer word
asmomobunv ‘automobile’ with the more frequent mawuna ‘car’, we would have to take into
account the fact that the former is masculine, while the latter is feminine. If the original word

S http://www.ruscorpora.ru/en/index. html
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were to be used with an attribute, e.g. dopoeoui ‘expensive’, we would have to change the form of
the attribute, too, from masculine to feminine (— odopoeas ‘expensive’). Word stemming and
morphological processing is performed using the open application Pymorphy’ which is based on
OpenCorpora (Bocharov et al., 2011).

Using a large collection of texts of the same genre would allow us to investigate the
contextual proximity of words and word groups. These data can be used in several ways. One
application is measuring 7;s, i.e. ranking words from the dictionary of synonyms according to
their contextual relevance.

The word we analyze is w. We choose the size of the context we are interested in and
designate it as m. The size of the n-gram for analysis is then 2m+1=n.

I drove to  work this morning.
-2 -1 0 1 2
Picture 2. An example of a context for work, m=2, n=5.

Contextual proximity can be determined by comparing the context vectors of different
words. We assume that it will be a measure of their semantic similarity. The context model of an
n-grams list can be represented as a hypercube in an n-dimensional space. Each axis in this
model corresponds to a word in the Russian dictionary. A value on the axis is a word count in the
n-gram and the fraction of a word count is a frequency.

Words context is determined using the collection D with 78,000 articles, most of which
are news stories from the international news website Epochtimes®. We removed stop words and
counted context frequencies near the word w within the n-gram. We then normalized the
frequencies and removed very low values, while keeping the significant ones. As a result, each
cell stores the frequency of n-gram appearance at the intersection of the corresponding values. At
the preliminary stage, we built an inverted index of words in our text collection to reduce the
computational complexity.

To compare the contexts of two words we ought to single out the hyperplanes of the
chosen units. This is done by selecting elements w; and w, on the corresponding axes and
making sections. We therefore get a subset of use frequencies of other words in the context of
our word. This is a frequency vector from the context of a given width — n. These are to be
compared and then ranked.

- NC X - NC
NP N2 )
where N1 is the context of the first word, N2 is the context of the second word, NC is the
frequencies vector of words which are used in the contexts of both w; and w,. We call this the
overlapping of the contexts of both words.
There are numerous ways of calculating the distance between the resulting vectors.
We compared the overlapping of the contexts by calculating the following:

1. Euclidian distance
Ly, =& =%, Jx, - x, ] 4)

2. A cosine similarity (Tuomo Korenius et al., 2007)
X, XX,
5
\/(x,xxf)(xpxxi) ()
Another method for context analysis uses the Distributional Semantic Model (DSM)

(Turney, 2006; Baroni and Lenci, 2010). The Latent Dirichlet Allocation (Blei et al., 2003) is a
generative model that uses latent groups to explain results of observations, particularly data

L, =1-

cos

7 https://github.com/kmike/pymorphy2
¥ http://www.epochtimes.ru
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similarity. For instance, if observations are words in documents, it could be said that each
document is a combination of a small number of topics and that each word in the document is
linked to one of the topics. The Latent Dirichlet Allocation (LDA) is one of the topic-modeling
methods and was first introduced by its authors as a graphical model for topic detection.

Based on word probability distribution for topics P(w,/z,); i € L|W|,k € L|K|, we build a
probability vector that corresponds to each topic. The length of this vector is equal to the number
of topics K.

P(z,/w,); kel [K]| (6)

We rank the cloud of 'similar' words from the dictionary of synonyms according to the

contextual distance between these words and the original one, to create a weighted cloud. The

contextual distance is calculated using four different methods. We use the Kullback-Leibler
divergence, as well as the Euclidian (4) and cosine (5) distances:

KL(p(z, /W1I ), p(z; /sz ) =

- p(z, /le) 7
= ;p(zk /w,l)log(mj (7)

and Jensen-Shannon divergence:
JS(p(z /W, ), p(z I w;)) =

— (KL= 1w, )+ KL(p(z, 1 0,),) ©

p :%(p(zk /WI, ), P(z, /W12 )

Since in this case we are comparing two functions of probability distribution, the
divergences (7) and (8) can be easily interpreted. The calculation results for the synonyms set for
the word npaButenbcTBO (government) is presented in Table 3.

Table 3. Context distances between the word npaBuTtebcTBO (government) and its
synonyms.

Synonym Euclid x0.01 Cosinus KL x0.01 JS x0.01
Biacth vlast’ 1. 5493 0.41598 1. 73546 0. 8771
‘authority’
aIMUHUCTPALIHS 1.2175 0.67216 1. 96434 1. 1365
administraciya
‘administration’
LIEHTp center ‘center’ 1.7214 0.82965 2.52262 2.1914
amnmapar apparat ‘apparat’ 1.9592 0.98475 1. 27487 1.7923

As can be seen from Table 3, the word eracmu (authority) has the lowest distance values
for the Cosinus and Jensen-Shannon metrics.

A third similarity measure method is based on manually-crafted lexico-syntactic patterns.
A paper by (Panchenko et al., 2012) shows that this measure gives results which are comparable
to the baselines without the need for any fine-grained semantic resources such as WordNet.
Evaluation with human judgments achieves a correlation of up to 0.739.

The lexico-syntactic similarity measure for Russian words was counted using three
collections provided by Panchenko (2012). It consists of news stories from the internet and
articles from Russian Wikipedia. Words with the highest similarity measure are shown in Table
4.
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Table 4. Words with highest lexico-syntactic similarity measure with the word

«IIPaBUTEJIbCTBOY

Wiki Wiki+Web Web

muHuctepcTBo 0.0023750842 | MUHUCTEPCTBO xoprnopauus 0.0121555394
MPEMbEP-MUHUCTP 0.0032323967 muaucTepcTBo 0.0093719878
0.0020587394 napiaameHT 0.0028992076 Buue-npeMbep 0.0088692562
HaIlMOHAJIN3aIlus kopropanus 0.0025010496 | mapnament 0.0081208092
0.0016480833 nyma 0.0018373777 ¢dmc 0.0078992850

Bu3upb 0.0016240252 BUIIE-TIPEMbBED crekysstHT 0.0069952559
BUKOHT 0.0015276774 0.0014422634 casex 0.0042232399

muHucTp 0.0015159135 ¢dmc 0.0013199818 Menuakamnanus 0.0041847118
napaamenT 0.0014622179 aZIMUHHCTpALUs cexcMeHbIMHCTBO 0.0040592306
aBronomus 0.0013840345 0.0012130674 pacnopsbkenue 0.0040407077
kannemsipust 0.0013651757 cnekyisHT 0.0011987228 muHpuH 0.0039092948

For this purpose we used similarity calculated by the joint collection (Wiki+Web) as the
more common model.

6. Adaptation case study

The adaptation process for one text fragment includes the following steps during
preprocessing:
- tokenize the text
- lemmatize the tokens
- index the words using the lemmas dictionary
In the YARN project, the first word, ucciaenoBanue (research) has 10 synsets which
includes 30 synonyms. For instance: m3ydenme ‘study’, mbITKa ‘torture’, cya ‘judgement’,
ykcnepumedT ‘experiment’. Only 5 of these 30 are also a part of the Bl level’s active
vocabulary: anaiam3 ‘analysis’, Tpya ‘work’, akcmepuMeHT ‘experiment’, ombIT ‘experience’,
kHura ‘book’. The semantic similarity of the target word with substitutions, as well as other
weights, is shown in Table 5.
Table 5. Weights of substitutions for the word uccnedosanue (research)

Synonym rit Ti2 ri3 Ti4 ris ri
a”aju3 ‘analysis’ 1 19061 1 0 0.0110236631 135.749
TpYyA ‘work’ 1 55886 1 0 0.0000854651 5.465
IKCIEPUMEHT 1 7862 1 0 0.0006164419 3.803
‘experiment’

ONBIT ‘experience’ 1 40981 1 0 0.0001583697 3.766
KHHMTa ‘book’ 1 79314 1 0 0.0000567084 3.585

The word ananm3 (analysis) has the highest similarity measure. Therefore, the system
selects it as a substitute for ucciaenoBanme (research). Unfortunately, this approach cannot be
extended to other parts of speech such as verbs, because at present we do not have a proven
contextual proximity ser for Russian verbs.

The result of applying the developed algorithm is shown below:

Cneyuanucmur "JIK" nposenu ananuz mpex poccutickux coyuanvrolx cemeu "Bxoumaxme”,
"Oonoknaccruxu” u "Moui mup". B x00e HedelvbHO20 AHANU3A CREUUATIUCHIbL SbIACHUIU, YO
pebenky 6 sospacme 13 nem 6 coycemu "Brxonmaxme" no 6onpocy nopro evioaemcs CHUCOK U3
3aKpbLIMbIX 2PYNN, HO NPU 68e0EHUU 6 NOUCKOBbLIUL 6ORPOC CUHOHUMOS 3MO020 Cl08A PeOEHOK
noxyuyaem nepedeHb OMKPbIMbIX 2PYNA  COO0epAHCAWUX UHGDOpMAYUo no 3anpaiuéaemou
memamuxe u modxcem 6e3 80npocoe ee npocmompems. Kpome moco (cmpana) pebenox e
3acmpaxoéan om 00WeHUs ¢ nedouIamMu 8 COYcemu, Moxcem Ho08epeamvCsi MOPAIbHOMY
HACUNUIO U 3aNY2UBAHUIO, 4 MAKNHCe CMOJIKHYMbCA ¢ MOWwleHHUKamu. B coyuanvhot cemu

15




"OonoknaccHuxu” no 60RPOCY NOPHO U €20 CUHOHUMOB PEOEHKY CMAHOBUMCSE OOCMYNeH CNUCOK
3aKPLIMBIX SPYNNAX 8 KOMOpble Helb3s NOAyuums 0ocmyn. B amoil coyuanvhotl cemu pe6énox
Modicem  paccuumvlgams moavko Ha "neexkyio apomuxy”. Obwenue ¢ nedoguramu 8
"O0HoxnaccHuxax" c6e0eHo K MUHUMYMY a KAKUX 1ubo 8U0068 MOUWEHHUYECEd CReUUATUCHIbL 6
cemu He OOHAPYHCUNUL.

Evidently, the developed approach can find substitutes for some words in the text without
losing the main meaning. We explore this approach for lexical adaptation using a set of 10 texts
which were mentioned Section 4. The analysis indicates satisfactory results. A more precise
evaluation requires larger datasets and blind assessors meaning, which we are planning to
undertake and expand upon in future research.

7. Conclusion

The creation of an automatic system for retrieving texts which are appropriate for
educational purposes is a practically-oriented investigative activity. It opens up new horizons not
only in education, but also in the commercial sector, such as rewriting.

The classical models which had been developed for the prediction of English language
readability were adapted to Russian. These models, as well as others, were developed specially
for Russian and were tested on our data. The accuracy of four levels of classification with the
Random Forest methods reached 98-99%. Given this, we could say that results met our needs.
We managed to develop a precise classification system for the readability of news texts in
Russian. The best approach for single sentence readability prediction was the Random Forest
approach, which gave a classification accuracy of 0.94.

An algorithm for the lexical adaptation of news articles which can be used as materials
for learning and teaching Russian as a foreign language is described in this paper in detail. The
algorithm relies on the following substitute-ranking factors:

1. Whether the word is included in the B1 (our target level) lexical minimum
(Andriushina, 2011);

2. General word frequency in Russian and in texts of the selected genre

3. Whether the word is present in the dictionary of synonyms

4. Whether the word is a hypernym or a hyponym of w

5. Contextual proximity of the substitute under consideration to w

We considered three methods of calculating contextual proximity. The first relies on the
vector of normalized frequencies of word use in the closest context. The second is based on the
LDA model and on the vector of topic-based word frequencies distribution. We have found that
in both cases contextual proximity yields useful results for ranking synonyms.

A limitation of the first method that is based on calculating term frequencies in n-grams is
a high data dimension. The vector length is equal to the size of the dictionary, which is around
20,000 words in our case. The second method, based on the LDA model, solves the problem of
high dimension and allows us to efficiently calculate and interpret contextual proximity.

With the LDA model, clouds of similar words and word groups for the given word can be
ranked. The LDA model also allows us to generate document descriptions and find clouds of
similar documents.
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