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FOR THE DIGITAL AGE8 

This paper describes key aspects of the structural and functional transformation of the Russian state 

statistics system as a core element of the future National Data Management System. Issues such as 

establishing a dialogue between the statistics service and users, integrating data from various sources, 

and intelligent data processing in the context of the digitalization of the economy are considered. New 

approaches and mechanisms should integrate and advance all of the previously achieved best results 

in methodology, observation areas, metrics, and other domains. Improvement areas include providing 

higher-quality information for policy shaping, businesses, individuals, and external partners. National 

statistics is expected to present an interconnected, objectively measurable model of socioeconomic 

processes and phenomena based on relevant theoretical concepts. In addition to using various sources 

of data, a necessary feature of the new system will be its reliance on a consistent conceptual 

framework and approaches to interpreting data, which will make it possible to integrate various data 

sources in the first place. 

Users of intelligent statistics are becoming not only active participants in primary data collection, 

accumulation and application processes, but are turning into “smart” consumers who develop 

statistical thinking and are able to derive the greatest possible benefits from the use of statistical data. 

Such skills should become an inherent (and possibly mandatory) component of any. 
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1. Statistics in the Modern Age: in Lieu of Introduction 

The rapid development and wide proliferation of digital technologies have led to truly revolutionary 

changes in the economy and society. In particular, increased networking based on advanced platform 

solutions, automation, and the robotization of production processes contribute to the emergence of 

“unmanned”, spatially distributed enterprises interacting with suppliers and consumers round the 

clock on a “paperless” basis. 

The large-scale digitalization of various aspects of the economy and everyday life leads to radical 

changes in the nature and volumes of data on socioeconomic developments. Its application is 

changing, with demand going beyond the traditional scope. Data is generated essentially everywhere: 

by industrial installations, household appliances, spacecraft, organizations and households, and social 

networks. Its composition is becoming more varied and it is constantly updated. The range of data 

sources is also expanding, along with the generated data types including common quantitative and 

qualitative characteristics of various objects, processes or phenomena, and textual, audio-visual, and 

other “technological” formats. New data can supplement or refine the results of previous 

observations, or even radically change them. 

Due to the growing rate and increasing complexity of global processes, the role of statistics has 

palpably changed. A report by the UK National Infrastructure Commission [NIC, 2017] recognizes 

the system of producing and distributing official statistical data as a new important component of 

national infrastructure, a public good which promotes the supply of efficient, competitive services 

and high-quality information products while minimizing the time needed and other production costs. 

Various groups of actors need objective, systemic, and up-to-date information about economic, social, 

demographic, environmental, and technological trends, while they are involved in the “production” 

of relevant data. Requirements concerning the relevance and reliability of statistical data are also 

becoming more stringent. 

Input data requires timely and reliable verification, which implies using strict selection criteria to 

choose adequate methodologies and approaches for its application and to assess its suitability for 

decision-making purposes. National statistics systems across the world increasingly use big data and 

identify areas where the latter is likely to play a crucial role in the future (e.g. macroeconomic 

forecasting) [Eurostat, 2018a; Baldacci et al., 2016]. In 2014, the Statistics Division and UNECE 

conducted a survey of big data projects for the production of official statistics, in which the National 

Statistical Organizations indicated that the same data source could be used for different branches of 

statistics [Karpova et al 2016]. 
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Statistics are only valuable when they are reliable, timely, and internationally compatible. The sooner 

the data becomes available, including in open access, the more the public knows about the social, 

economic, demographic, environmental, and other processes, the more objective this knowledge is 

[Statistics Denmark, 2018]. Therefore national statistical offices, the Russian one among them, have 

to meet a number of challenges, which implies the need for a structural and functional transformation, 

the active integration of statistical and administrative data and large data arrays from alternative 

sources, the application of cutting-edge digital technologies, and efficient strategic communications. 

Responding to the challenges of the time and in line with the principles of impartiality and 

independence from political pressure, official statistics in developed countries has long since moved 

beyond the narrow scope of supporting public authorities (decision-making, public services, current 

administration, control, monitoring, etc.), and now successfully acts as a navigational aid in the ever-

changing data environment. Businesses need it to design competitive strategies, make investment 

decisions, and conduct current operations. The public needs them to find their way in emerging 

economic and social circumstances, handle personal finances in a sensible way, obtain relevant 

information about education, healthcare, and the environment. Finally, civil society needs statistics 

to maintain social consensus and prevent tension, whereas the public authorities need to make 

reasonable decisions in the framework of evidence-based policies. For example, Data Strategy of 

Statistics Denmark for 2016-2020 [Statistics Denmark, 2016] sets two specific goals in the 

communications area: adapting official statistics to meet users’ requirements; and playing an active 

role in public debates on relevant development-related issues.  

The Russian government’s decision to establish the internationally competitive National Data 

Management System (NDMS) on the basis of the Federal State Statistics Service (Rosstat) [RF 

Government, 2018b] gave a major impetus for the development of a new statistics model in the 

country. It will serve as a framework for applying efficient tools to meet the information needs of 

economic agents, society, and the state as well as to promote and facilitate their active cooperation in 

data collection (and not simply aggregated data but primary data as well). 

According to the “Digital Economy for the Russian Federation” program [Government commission, 

2017; RF Government, 2018a], a digital analytical platform should serve as a basis for setting up and 

subsequently making use of such a system to meet the growing demand for data. It should have a 

flexible data access interface that is convenient for all user groups, ensure that all data are 

depersonified, and reduce the burden on respondents [Oksenoyt, 2018; Surinov, 2018]. 

While designing and implementing the NDMS, it is vitally important to understand and clearly 

describe the role of state statistics (and the statistical office), conceptualize the relevant model, 
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structure the approaches to advancing data collection and integration procedures in the context of 

digitalization, promote interdepartmental coordination of statistics-related activities, and apply new 

opportunities to analyze administrative, open-source, and big data. The choice of relevant options is 

largely determined by the dominant public administration model (Figure 1). 

Figure 1. Statistical Office Models 

 

As the many years of international practices show, a successful modern national statistical office 

operating in the scope of the evidence-based policy paradigm acts as an integrated national center for 

developing the conceptual apparatus, methodology, and expertise for handling socioeconomic data, 

regardless of its origins, be that statistical observation or alternative sources. In the model we see as 

the target one, statistics should ensure the following: 

- Consistency, independence, and objectivity of produced data, and its relevant and timely 

provision; 

- Integrity, compatibility, definitive interpretability of data obtained from various sources; 

- Reliability of data, its high analytical potential, including for multidimensional integrated 

analysis and other research purposes; 

- The indicator systems, classifications, methodological approaches, and toolsets applied must 

be open, and match international standards and best practices; 

- Data collection and processing procedures must be cost-effective and transparent; 
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- Equal access to data, its timely provision, and adaptability to user needs. 

The national statistical offices of the EU member states have interesting relevant experience: they 

take a proactive position in interacting with society, businesses, the state, and the global community. 

Their activities, coordinated by Eurostat, are focused on meeting national, interdepartmental, 

regional, and corporate data needs. Accomplishing its mission – the provision of high-quality 

statistical data – Eurostat promotes such social values as respect and trust, the dissemination of best 

practices, facilitating innovation, focusing on meeting user needs, and professional impartiality 

[Eurostat, 2018a]. 

Though new approaches to “producing” and distributing data are already being applied in Russian 

practices, a number of systemic issues persist which negatively affect the productivity of statistical 

work. In particular, these include lack of interdepartmental coordination of statistical activities, 

insufficiently transparent and inconsistent data supplied to various authorities, lack of uniform 

methodological supervision, lack of relevant, customized, detailed data for use by businesses 

(including small enterprises), R&D organizations, civil society, and various population groups. 

Primary focus on government agencies’ “orders” as the underlying principle of planning statistical 

work also inhibits the development of statistical activities in Russia. Among these issues we also can 

emphasize limited access to primary data for analytical and management purposes and erratic work 

on its depersonification, inadequate research base for the statistical office, lack of competences to 

conduct analysis9, insufficient use of digital technologies’ potential (including platforms) and media 

resources for the dissemination of statistical outputs. One of more known reasons of retarding 

statistical development is low statistical literacy of the public, mass media, managers and lack of trust 

in statistical data, and dissatisfaction with it by a significant proportion of experts, officials, and the 

general public, among other things due to its inconsistency and the delayed provision of relevant data. 

All of the above implies the need to implement a whole host of measures to create efficient 

mechanisms for interacting with users, improving strategic planning of statistical work, integrating 

data, restructuring data collection and processing practices, developing an advanced methodological 

basis, and designing intelligent data analysis and dissemination procedures. 

  

                                                           
9 International experience shows that statistical services who have their own research and analytical units can meet a 

significant proportion of external users’ demand for analysis. In Russia statistical output is limited to accounting tables 

built from various perspectives and a brief description of the main indicators. 
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2. Dialogue with Users 

Goals and Principles 

One of the most important features of a modern statistical office is a proactive position regarding 

users to better meet their data needs through an ongoing dialogue. 

As was already noted, due to rapid changes in all areas of the society’s life and activities, demand for 

all sorts of statistical data is constantly growing. Along with public authorities, it is driven by 

municipalities, businesses, R&D organizations, media, and last but not least, by individuals. Statistics 

are needed practically everywhere. This is why statistical data is positioned as a public good. In 

particular, this approach was reflected in the Quality Declaration of European Statistical System – a 

fundamental document which regulates the activities of European statistical offices. Part of them are 

related to interaction with users: focus user needs, requirements, and expectations; continuous 

improvement of work methods to take advantage of new opportunities; producing high-quality 

statistical information with objectivity and confidentiality; providing information on the main quality 

characteristics of each product; and accessibility of statistical results in a user-friendly format, 

enhancing user awareness of the strengths and limitations of the produced statistics, consulting users 

on how to use data [Eurostat, 2018a]. 

User needs are typically identified through specialized sample surveys. These are conducted in almost 

all countries and allow one to accumulate information about existing and potential consumers of 

statistical “products” and their requirements. All customer information is usually placed in 

appropriate databases, which allows for quickly responding to changing demand. 

Customer Interaction Issues in Russian Statistics 

Due to long-established traditions, the Russian statistical office is primarily focused on meeting the 

needs of the public authorities. Other user groups essentially remain unseen by providers of statistical 

data, so they have to “make do with what’s available”. 

At the same time the statistical office is largely concerned with collecting and processing huge 

volumes of data to carry out one-off instructions, frequently within extremely short timeframes. This 

inevitably leads to deviating from the statistical “mainstream”, which results in the reduced quality 

of information and duplication of results. Furthermore, a significant proportion of such data is never 

reused and is simply “binned”. 

According to businesses interactions, they remain unsatisfied the quality and “range” of publicly 

available aggregated statistics, among other things because the latter are not linked to specific areas, 
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sectors (industries), and products (services). Ordering specific detailed data (even if it can be 

produced at all, and disclosed, for particular small areas) involves significant financial costs. This 

issue is especially acute for small and medium companies and other organizations that specifically 

need detailed information about their home regions, which at best is available from territorial 

statistical offices and other agencies, but in most cases is not available at all. User requirements are 

not a priority for regional statistical departments, whose main objective is collecting data and 

maintaining centralized data flows. The population and media face a shortage of clear and meaningful 

figures. 

Statistical data flows are organized in such a way that at the federal level they are disseminated in an 

aggregated form. This limits the opportunities for their secondary processing and the calculation of 

analytical and forecasting indicators needed by public authorities, experts, and businesses. 

The current practice of providing depersonified data to users is mainly limited to the results of specific 

sample surveys of the population. Statistical techniques for ensuring confidentiality (such as micro-

aggregation, etc.) are not applied. There is no infrastructure that would allow for the reuse of primary 

data for analytical and expert purposes (such as statistical research centers, networks providing 

remote access to depersonified microdata arrays, etc.). At the same time in international practice, 

possibilities of access to primary statistical information are widespread. For example, The Australian 

Bureau of Statistics’ website has links to microdata on 40 subject areas provided by a table designer, 

fully depersonified microdata made available to users, and depersonified microdata which can only 

be used in a specially protected environment [Australian Bureau of Statistics, 2018]. 

Users often face problems with finding the information they need. Creating the Unified 

Interdepartmental Information and Statistics System (UIISS) based on organizing data by its 

“supplier” (as opposed to integrated subject areas) did not solve this problem. Meanwhile numerous 

national statistical offices have special websites where data is integrated “throughout” precisely on a 

thematic basis, which makes finding the right statistics and working with them much easier [Statistics 

Canada, 2018a; GOV.UK, 2018a]. 

Top-Priority Steps  for the Customer Interactions Development 

Launching a productive dialogue with all user groups should be the fundamental principle underlying 

the development of a new state statistics model in Russia. This is the only way to build an efficient 

system focused on user demand, extend the range of user-oriented products, and advance data culture. 

The statistical office needs an active marketing strategy which would not only provide for surveying 

statistical data users on a regular basis but also establish regular feedback channels. 
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A marketing strategy segmented by user groups, based on the above regular surveys of target groups 

to summarize their opinions about statistics as a whole, estimate demand for data, opportunities to 

collect it from various sources, and probable application areas should help one react to the changing 

demand in time, and optimize the statistical observation program to produce customized data. 

The application of digital technologies for data dissemination purposes should provide rapid and 

convenient access and make it possible to reuse data. Setting up a unified Federal State Statistics 

Portal would be useful, based on a standardized conceptual apparatus, harmonized regulatory and 

reference information (RRI), a unified registry of indicators (with a publicly disclosed methodology 

for their calculation) and the integration of data, while at the same time adopting new content delivery 

formats (such as social media, mobile devices, etc.). Creating such a portal (which could act as a 

“single window” access point to the NDMS) implies a radical increase in the volume of published 

data, a shift to its full-fledged thematic structuring, and an extended range of data presentation formats 

in line with user needs to better meet their demand. 

Some of the tried and true tools of this kind include the provision of data oriented towards specific 

user groups, market assessments, and so on [Australian Bureau of Statistics, 2018b; Statistics New 

Zealand, 2018]. Various interactive services and data visualization tools are being rapidly developed 

[Swiss Federal Statistical Office, 2018; UK Office for National Statistics, 2018; Ireland Central 

Statistical Office, 2018]. Infographics and videos which help users understand the information, 

graphically imagine the structure and dynamics of data and its interconnections command particular 

attention [US Census Bureau, 2010; Statistics Singapore, 2018; Statistics Canada, 2018b]. For 

example, Statistics Netherlands actively use iPhone applications, e-Book, YouTube, Twitter, 

Facebook, RSS channels among other formats in its operations and to promote its statistical products 

[Statistics Netherlands, 2018]. The program of digital transformation of the statistical office launched 

in the UK implies a radically new approach to official publications (reproducible analytical pipelines). 

Unlike the conventional organization of data access along the “storage – commercial software – 

spreadsheets – design – resulting textual document” sequence, the mass application of automated 

document generation tools in official information resources is envisaged, based on open programming 

languages and mark-up tools (such as R markdown and Python). This will reduce the time and costs 

of indicator development. Specialized software libraries offering researchers, analysts, and other 

interested users simplified access will also be created [GOV.UK, 2018b]. Rosstat also has similar 

experience, but it needs to be developed and stepped up. 

The analytical value of the collected data is of significant importance to users. Adapting best 

international practices will help making progress in this area (see Section 4 for more). 



 
 

10 

To advance the statistical culture and increase trust in official information, statistical knowledge will 

need to be improved along with data skills, through educational programs of all levels. Setting up 

national information resources of the Statistics Explained type would also contribute to increasing 

the level of statistical literacy. Statistics Explained is an encyclopaedia/guidebook on the European 

statistics available on Eurostat’s official website, offering information in a clear and simple form. It 

features a statistical glossary, numerous links to statistical data, metadata, and additional reference 

information. The portal is oriented not just towards professional users of statistics but also those who 

want to make one-off enquiries [Eurostat, 2018c]. 

The demand for information and an improved statistical culture form the foundation for building a 

brand new management system that would re-establish the national statistical office’s reputation as 

an organization working for the public good, as opposed to being concerned solely with departmental 

objectives. This should be pursued by implementing digital technology-based, user-friendly data 

dissemination practices. The National Statistics System should increasingly interact with users. For 

this purpose, official statistics should become a real public good, providing impartial, reliable, timely, 

and transparent information to the public, state, and businesses. The statistical office have to maintain 

ongoing proactive dialogue with all user groups, taking into account their needs to the maximum 

possible extent. A strategy to improve the statistical literacy of the population, businesses, and 

managerial personnel in the digital economy and information society should be pursued. Efficient 

mechanisms for communicating social needs to the statistical office and for its interaction with 

businesses should be put in place, e.g. via the Federal State Statistics Portal and advanced 

infrastructure for the dissemination of statistical data and its provision. All this should increase trust 

by all user groups for official statistics [Surinov, 2018]. 

Thus, demand for information determines the range and content of products and services offered by 

the statistical office, affects all aspects of its operations including planning and standardizing 

observations, the production of outputs and development of tools for using them, and dissemination 

of results. Adhering to these standards and requirements should ultimately help produce “smart” 

statistics that are useful (sought after by and understandable) to all user groups. For this purpose, the 

data collection system should be modernized in order to provide alternative data sources meeting the 

requirements of state statistics and being integrated into an established system of collecting statistical 

data. 
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3. Diversification of Integration of Data Sources 

A Departmental vs.  Centralized Approach 

State statistics in the Russian Federation is currently a hybrid system: in addition to Rosstat, more 

than 60 ministries, departments and organizations collect, process and provide official information in 

areas of their respective responsibilities. It is a fragmented structure with numerous shortcomings 

including the lack of uniform methodological principles and proper coordination of statistics 

collectors’ activities, the lack of transparency, and the incompatibility and often inconsistency of data. 

Departmental statistical systems rely on a wide variety of technological and organizational solutions, 

which resulted in a kind of a “mixed structure” and disintegration of state statistics. This results in 

significant disparities between federal-, departmental-, and regional-level data, its reduced quality 

and analytical value, the duplication of statistical work, and an unnecessary increased burden upon 

respondents among other things due to the insufficient use of administrative data (available from the 

Federal Tax Service, the Pension Fund, Rosreestr, etc.). This is most painfully manifested in areas 

where the same “objects of accounting” act as respondents and are repeatedly surveyed by several 

different government departments. 

Growing demand for statistics combined with the required data being unavailable from the specialized 

service together with the lack of access to primary data for analytical purposes, lead to numerous 

unauthorized initiatives by various departments to collect information. However, with very few 

exceptions, such initiatives do not match the principles and standards of the official statistical 

methodology. For example, in 2018 ten Russian national technology development programs 

essentially had no compatible (cross-cutting) statistical indicators for measuring R&D expenditures, 

commercialization of results, practical application of the technologies etc., which makes objective 

assessing the programs’ implementation and their contribution to national development a rather 

challenging task. Another typical example is the “Digital Economy for the Russian Federation” 

program, along with its action plan. Only one of the 12 targets set in the “Information security” section 

can be assessed on the basis of the available statistics; for the “Information infrastructure” section it 

is 3 out of 17, and for the section “Developing research competences and obtaining groundwork 

results” - none out of eight. They mostly arise due to the need to measure progress in achieving 

various targets set for the departments. In the end a paradoxical situation arises: departments in effect 

decide the composition of the indicators themselves, develop algorithms for their calculation, collect 

data, and report that they have successfully achieved their targets, without using existing official 

statistical data. 
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Using various data sources, including primary and analytical accounting, administrative, financial 

and tax reports, and alternative resources is becoming the strategic direction of transforming data 

collection, processing, and analysis practices based on the principles of methodological and 

technological compatibility and the efficient use of the NDMS as an integrated information 

environment. It should be stressed that we are speaking about integrating data links, while in physical 

terms the system remains distributed. However, even that will help optimize statistical and 

administrative reporting, eliminate excessive forms thus reducing the load on respondents, and save 

a significant amount of public money. For example, in 2017, the Agency for Housing Mortgage 

Lending (AHML) initiated the development of the Unified Housing Construction Information System 

(UHCIS) which was expected to accumulate all data on the housing sector available in the country. 

The main objective was to increase market transparency and provide timely and reliable information 

to all interested parties – public authorities, developers, credit organizations, and individuals. At the 

initial stage, the UHCIS included aggregated data provided by Rosstat and the Central Bank as well 

as specific information about apartment buildings under construction collected by the Institute for 

Development of the Construction Industry. The system was being improved by integrating other 

sources of specific data, such as Rosreestr, Housing and Utilities Fund, and the Fund for Protection 

of Citizens – Co-investors in Housing Construction. This is expected to subsequently replace a 

significant portion of the statistical aggregates and expand the functionality of the UHCIS services, 

including through the flexible configuration of displayed information, giving the users information 

about the current situation at specific construction sites with map references, and so on. 

A simple “mechanical” combination of various statistical data sources would be impossible due to 

the varying nature of the data they contain. A common basis is needed, which entails the unification 

and harmonization of definitions, classifications, algorithms for calculating indicators, and techniques 

for transferring and processing primary data. The very possibility of restoring a centralized statistical 

system in the current situation is further complicated by the prolonged and haphazard implementation 

of numerous different information systems by various ministries and departments. Their autonomy at 

the physical (due to multiple barriers preventing interagency data exchanges) and methodological 

level (inconsistent definitions, classifications, calculation algorithms, different data collection 

techniques and mismatched timing, different composition of the observed populations) not only 

frequently leads to the duplication of the requested information, but also its presentation in different 

formats and such a situation confuses respondents due to the need to calculate essentially the same 

parameters in different ways. Data discrepancies and errors inevitably lead to making less valid 

management decisions. On the contrary, the consistent implementation of the “single entry, repeated 

use of data” principle based on a unified methodology will significantly reduce the burden placed on 

respondents and improve the quality of statistical information. 
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Alternative Statistical Data Sources 

Recent practices, international [UN, 2014] and Russian [Oksenoyt, 2018; Plekhanov, 2017] alike, 

provide numerous examples of using alternative data sources to produce official statistics. Various 

kinds of such sources, conventional and recently emerged, can be integrated into the statistical system 

at different rates: information resources of executive authorities (such as state information systems 

(SIS), registers, cadastres, etc.) can be accessed more rapidly, while integrating data from the non-

government sector (e.g. databases maintained by mobile operators, banks, commercial and non-profit 

organizations etc.) would take a longer amount of time. For example, in 2015, the Moscow City 

government launched a project to estimate the number of residents. The results of the official census 

were used along with administrative data available at various departments (the Federal Tax Service, 

Federal Mandatory Medical Insurance Fund, Pension Fund, Central Election Commission, Ministry 

of Education and Science, Federal State Statistical Service, Ministry of Internal Affairs), which keep 

records of certain groups of citizens for their own purposes. The application of departmental data 

using methodologies and techniques which ensured its comparability made it possible to adjust the 

final statistical estimates. The use of alternative data sources would help governments more 

accurately forecast profit tax budget revenues, expenditures on social support and infrastructure, and 

other scenarios. 

The UN Statistics Division’s Global Working Group (GWG) on Big Data for Official Statistics 

collects data on relevant projects implemented by national statistical offices and international 

organizations. The GWG database already contains information about more than 180 projects 

aggregating various alternative data sources in a number of areas [UN, 2018].  

A significant proportion of these projects concern research aimed at studying specific data sources’ 

potential in the production of official statistics. At the same time there is a clear and pronounced trend 

in the practical application of big data to supplement and improve consumer information obtained 

using conventional methods. Almost every third survey was carried out to supplement the existing 

statistics. The same number of projects were implemented to produce data or replace official 

statistical information (Figure 2). Moreover, some object-specific data can be successfully combined 

within the same statistical areas. For example, to calculate price statistics, cash register data (barcode 

scanning), data obtained from medical facilities, electricity meters, unstructured information posted 

on the web among others can be used. Big data allow for taking a fresh look at many traditional areas 

of activity (monitoring economic activity of population based on bank card transaction data, analysing 

tourist flows based on data from mobile operators, etc.) or monitoring completely new areas 

previously not covered by official statistics (like consumer behaviour on the Internet) [Plekhanov 

2017]. 
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Figure 2. Objectives of Big Data Statistical Projects: International Experience (number of 

projects implemented by national statistical offices and international organizations) 

 

Source: authors based on [UN, 2018]. 

Using administrative and other alternative data sources to the greatest possible extent will eventually 

contribute to substituting numerous conventional statistical reporting formats with big data analytics. 

Achieving this would require taking at least the following steps: 

- Adjusting the legal and regulatory basis (to facilitate interdepartmental cooperation, big data 

application, expanding Rosstat’s responsibilities as the main state statistical office and the 

NDMS operator); 

- Developing a standardized methodological foundation (conceptual apparatus, classifications, 

indicator systems, etc.); 

- Advancing the technological infrastructure (platform solutions, data storage systems); 

- Establishing access rules and procedures (free or paid access) for data generated by businesses 

and non-governmental organizations; determining funding sources for data collection and 

storage in case a paid access model is chosen. 

Conventional statistical observations would survive in such a system only in areas where alternative 

data sources that do not subject respondents to an additional burden. Meanwhile all available data 

would be used for analytical purposes. 
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Unified Company Register 

The full integration of statistical data will not be possible without a unified register of all organizations 

that are the objects of statistical monitoring. This register should be mandatory to use for data 

collection purposes by all government bodies and based on the Unified State Register of Legal 

Entities (USRLE), Unified State Register of Individual Entrepreneurs (USRIE), and Unified Register 

of Small and Medium Business (ЕRSMB). To provide a fuller picture, the register should reflect 

companies’ activities at the regional level. This will allow for putting together an object-specific 

database of federal statistical observations, adopting the model based on single reporting of 

information by respondents and its subsequent reuse, ensuring the transparency and comparability 

(spatial and temporal) of data collected by various public authorities, and increasing the efficiency of 

metadata management in coordination with state information systems and other administrative data 

sources. Such a unified register of statistical monitoring objects in effect already exists. Its official 

status must be legalized and its use by all government agencies must be made compulsory. 

Advanced digital technologies allow one to implement distributed models for statistical data 

collection, processing, storage, presentation, and dissemination rather quickly. 

The register of statistical monitoring objects, combined with a unified register of indicators and 

reporting forms (see Section 4) will help coordinate all reporting parameters and forms. This, in turn, 

would allow one to avoid duplication, incompatibility, and unintentional human errors, control data 

reliability, use data from the aforementioned alternative sources in statistical analysis, and develop 

an integrated data collection interface (the “single window”). 

Unifying techniques and technologies for the collection and processing of statistical data implies 

collecting all indicators and report forms from all respondents exclusively in an electronic format 

(e.g. via virtual “private rooms”). Ultimately the move will be made from collecting report forms to 

the remote provision of primary data by respondents and analytical accounting, generating all output 

indicators in real time. 

The system for collecting, storing, updating, searching, and processing information for each statistical 

observation unit based on the unified register also offers another advantage: data can be entered and 

processed regardless of which reporting form it belongs in. Unified description tools (metadata) will 

allow one to build the necessary analytical aggregates from indicators related at any level of the 

hierarchical structure using various criteria. 
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4. Intelligent Data Interpretation  

Improved Planning and Optimization of Statistical Work 

Moving on to the new stage of development of state statistics implies altering the principles statistical 

work is based on and improving the quality of its planning. Key trends in and the goals of the 

country’s socioeconomic development should be used as the main reference points here, along with 

coordinating statistical activities of all relevant federal executive authorities. 

Meanwhile, planning practices in statistics boil down to drafting annual federal statistical work plans 

covering, along with the segment for which Rosstat is directly responsible, dozens of observations 

conducted by various federal executive agencies and a number of other authorized organizations to 

support their current objectives without taking into account the emerging trends and long-term goals. 

Planning for a longer term, with the exception of recurring (with varying frequency) observations, is 

essentially not done. The multiplicity of organizations conducting statistical monitoring, the absence 

of strict centralized expert evaluation of methodologies applied by departmental statistical units and 

of the quality of data produced do not contribute to improving the situation either. The consequences 

of occasional large-scale statistical projects (such as industry-specific censuses, etc.) which force the 

statistical office to focus primarily on their implementation while the work in a number of basic and 

new statistical areas are funded out of whatever resources may remain, complete the picture. 

The strategic planning of statistical work involves using anticipatory logic (with at least a three-year 

horizon) based on observed trends and long-term goals, with a focus on new and emerging areas (such 

as digital economy, sustainable development, climate change and its consequences, social 

sustainability, improved quality of life, etc.) and timely implementation of advanced methodological 

standards. The above should be achieved in parallel with stepping up the work aimed at meeting the 

information needs of users other than federal executive authorities, including businesses, R&D 

organizations, civil society, the public, and the media (see Section 2). Areas of statistics worthy of 

particular attention should be identified in close cooperation with such users, along with updating 

survey topics and relevant toolsets. Priority should be given to activities that can produce more 

diverse and higher-quality statistics with fewer resources. 

Overcoming interdepartmental divergence and mismatches in the state statistics domain requires 

coordinating the methodology of statistical work including methodological supervision, the audit of 

the composition and content of relevant activities, the assessment of the quality of methodology, data 

collection and processing procedures, and final outputs. In the shortest possible time general stock-

taking of statistical observations should be carried out along with an expert evaluation of proposals 
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to introduce new departmental statistical reports (especially one-time requests to provide new data) 

to assess the feasibility and quality of monitoring techniques and programs, taking into account the 

requirements of a unified register of indicators and reporting forms. The collection of departmental 

statistics primarily intended to produce progress reports on meeting established targets must be 

brought to a minimum. Independent external sources should be more actively used for these purposes. 

Establishing a professional dialogue between Rosstat and federal executive agencies would help to 

more efficiently deal with issues such as excessive data collection and duplication, increase the 

reliability of indicators, and reduce the load on respondents. 

One way to introduce new indicators is by calculating the costs and subsequently sharing them as 

done by the Statistical Office of Estonia, for example. A basic “price” is set for producing each new 

variable, which includes the development of a methodology (if necessary), data collection, 

processing, storage, and presentation. Interested users (i.e. government agencies) place orders for 

specific indicators and the costs are shared by all involved parties. 

New opportunities for optimising the composition and content of statistical work also emerge due to 

the more active application of state information systems, specialized databases and other relevant data 

sources, including open ones. If currently data collection is typically preceded by the development of 

a methodology (identifying the object of observation, operationalizing the concepts, preparing the 

toolset, etc.), with the advent of integrated data based from the start on a unified (harmonized) RRI 

system and metadata, studying the data structure and interconnections and identifying errors and gaps 

would come to the forefront. This implies extracting data from various sources, matching it, verifying 

and processing it in order to subsequently design indicators in line with the identified user needs 

(requests). Reusing data will further reduce the load on respondents due to fewer one-time 

information requests. 

When drafting statistical work plans, it is important to include steps to strengthen the research and 

analytical potential of the statistical office with the view to create tools and databases for more active 

use of all available data sources and multiple reuse of primary data or other statistical tools. 

The Future-Oriented Development of Statistical Methodology 

Methodology-wise, some areas of the Russian statistics significantly lag behind international 

standards in terms of the quality and rate of adapting new approaches and data collection, processing 

and presentation techniques. Despite the fact that Russian experts are represented in certain OECD 

and Eurostat working groups, Russian statistics on the whole is poorly involved in the development 

of prospective international statistical standards. Delays with adopting relevant international 
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standards, for example, regarding economic activity classifications (the adoption of the second edition 

of the All-Russian Classification of Economic Activity Types (OKVED) in 2017 and the relevant 

version of NACE Rev. 2 (2008) took more than seven years) result in having an outdated 

understanding of the present-day economy, which in turn increases the risk of making incorrect 

management decisions. 

The issue of taking insufficient account of new developments and relevant structural shifts persists, 

which is fraught with a strategic failure to understand and systemically describe emerging global 

trends and their local effects. The lack of a unified harmonized national metadata system results in an 

unjustified increase of data collection costs, hinders optimizing the structure and content of statistical 

work, and the full-scale implementation of the forward planning model. 

The previously noted inclination to adopt specific indicators in the interests of particular federal 

executive bodies leads to the reduced quality of the methodological processing of statistical 

observations and creates thematic gaps in the existing system. In particular, important statistical areas 

such as migration, labor and employment, jobs, investments, and the technological development of 

industries remain insufficiently developed in methodological terms. No harmonized approaches to 

the service sector, pre-school and additional education of children are applied. 

In this context, the future-oriented development of statistical methodology becomes particularly 

relevant for anticipating major shifts in the economy and society. It requires harmonization with 

international standards regarding terms and definitions, local industry classifications, approaches to 

grouping organizations by size and activity sector, the calculation of macroindicators, and data 

presentation standards. The timeframes for updating major classifications and key methodologies 

should be synchronized to ensure timely measurements and international comparisons. 

Several model examples of organizing statistical observation in the new and emerging technologies 

domain can be noted in Russia over the last decade. The regular measurement of science, technology, 

innovation, and production activities in nanotechnology has been conducted since 2009 [Gokhberg 

et al., 2011; Gokhberg et al., 2012]. In 2016-2017, a toolset for statistical monitoring of engineering 

and industrial design services was developed [HSE, 2016, 2017b], along with the one for 

technological and innovation activities in agriculture and related industries [HSE, 2017а]. The 

proposed approaches are based on the logic of technology life cycle analysis [Gokhberg et al., 2013], 

the use of flexible classifications and diverse data sources, and the consistent integration of key 

indicators into the existing national statistical observation system. This allowed for creating an 

information base for the economic assessment of the current state of particular high-technology 

sectors of the economy [Rusnano, Rosstat, HSE, 2017] and conduct international benchmarking 
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[OECD, 2015, 2017]. The above approaches were presented at meetings of OECD and Eurostat 

working groups and relevant international conferences and highly appreciated. 

The need to review the understanding of objects of observation and move on from aggregating 

economic and statistical estimates to measuring development parameters and the quality of changes 

remains an important challenge. 

For example, in Italy, the municipalities are one of the main actors conducting statistical observation 

[Morettini et al., 2013] covering a whole range of economic agents including their objectives, needs, 

values and motivation, which allows for producing integrated estimates of many different 

phenomena. Social statistics is focused not only on the integral characteristics of employment, 

unemployment, immigration, and so on, but also on unpaid work by members of certain social groups. 

This is relevant for analyzing regional development aspects which used to be in the “blind” zone 

[Sabbadini, 2011]. Flexible indicators adjustable to match various users’ needs (such as expert 

community, local authorities, businesses, etc.) are coming to replace “neutral” statistics that describe 

general socioeconomic trends. The new indicators are also more sensitive to various characteristics 

of the measured objects, which allows for obtaining a more comprehensive picture of the ongoing 

social changes, cultural developments, and other transformations. 

Data verification procedures require methodological and organizational upgrading. The techniques 

applied to calculate major indicators, the changes in methodologies, and the recalculation of data 

must be publicly presented and openly discussed. When new observations are introduced, control 

measurements and comparison with other sources must be made. The Swiss Federal Statistical 

Office’s experience is worthy of attention, where the transition to using barcode scanning data from 

a new retail network to calculate the consumer price index for several months was accompanied by 

comparing it with conventional price statistics [Muller, 2010]. 

The development of techniques for generating representative samples, not only to improve the 

reliability and quality of output data but also to reduce the number of total surveys, remain dominant 

in Russian statistical practice, along with data collection costs, becomes particularly important for 

advancing statistical methodology and the organization of relevant activities. In this regard, the 

application of administrative data and big data plays an important role. In the latter case, despite the 

amount of data, its coverage can be limited or have significant systemic or random biases, which 

require developing complex semantic analysis algorithms to extract “useful” content. The need arises 

to introduce additional control diagnostic parameters, including those built upon the basis of 

conventional statistical indicators and accumulated information about the respondents’ participation 
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in the surveys (paradata) and develop scientific methods for processing and maintaining time series 

(filling gaps, data imputation, etc.). 

Strengthening the Research and Analytical Potential of the Statistical Office 

Integrating statistical data obtained from various sources opens new opportunities for the integrated 

measurement of socioeconomic developments. For example, the training of professionals with critical 

skills was studied, covering a wide range of aspects from assessing young children’s skills to 

collecting data on the number and structure of the researchers, combining information obtained via 

various surveys and tests [National Science Board, 2018]. 

The progress made in the international practice of providing access to depersonified microdata gives 

the leading statistical offices significant “intelligent inputs” allowing them to set up virtual research 

structures, among other things based on remote access using specialized software. This increases the 

analytical value of data and provides additional resources for developing new models and techniques 

for working with information. The key challenge here is opening access to statistical microdata for 

interested users. 

40. In addition to the aspects already mentioned in Sections 2 and 3, here are several noteworthy 

examples of overcoming barriers hindering the use of primary data and disclosing data arrays for 

research purposes. Special primary data processing techniques are applied to accomplish this 

objective, which ensure that statistical properties remain unaffected without prejudice to 

confidentiality. 

For example, the “Integrated Public Use Microdata Series provides a model for performing all sorts 

of statistical work [IPUMS, 2018]. Information about people’s daily travel is used by the US Census 

Bureau to build generalized statistical models, which subsequently are made available to the public 

and are used to estimate the burden on transport infrastructure [Hayden, 2015]. 

Statistical microdata combined with administrative information is increasingly applied to directly 

assess the effectiveness of regulatory measures. A classic example of such analysis at the international 

level is the MicroBeRD project implemented by the OECD, focused on measuring tax breaks’ impact 

on the amount of R&D expenditures [OECD, 2018]. Microdata allows one to employ the most 

advanced and precise econometric techniques to analyze factors affecting various policies’ 

effectiveness, and in the international benchmarking context, to take into account country-specific 

characteristics to the greatest possible extent. Such projects have value not just as unique academic 

studies, but also as prospective areas for developing policy evaluation mechanisms. 
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The analytical function of the statistical office can also be strengthened by the timely publication of 

time series and data in a machine-readable format meeting international quality requirements, for 

subsequent processing and analysis. Specialized user applications for working with statistical data 

are based on this approach. For example, the US Census Bureau has developed an application for 

members of the general public choosing a new place of residence. The application identifies a 

selection of towns matching user-specified parameters. This changes the paradigm of using statistical 

observation results: statistics not only help justify a particular decision but offer a choice of various 

possible options. 
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5. Conclusions 

This study outlines a modern model of the national statistical system. Its ultimate goals are organizing 

efficient management of various large-scale information flows and creating conditions for all 

interested actors (users in government agencies, businesses, R&D organizations, public associations, 

mass media, and the public) to find their way in the digital environment, understand the logic of 

working with data, and use it for practical purposes. An intelligent statistics system integrating big 

data should become the basis for the ongoing monitoring of the socioeconomic sphere, systemic 

research and forecasting, and determining the vector of the transformation of economy and society. 

Creating this data management system is a complex and long process which is not limited to 

organizational and technological steps exclusively (though of course it requires applying cutting-edge 

technologies and the most advanced organizational and management approaches). New technologies 

make it possible to meet a wide range of information needs in a timely manner. The key issue is using 

these technologies in the right way. This is more of a methodological than “technical” issue, which 

take into account the following: 

- The nature of changes taking place in the economy, society, and public administration, not 

just current transformations but also prospective ones; 

- The hierarchy of goals and objectives for the socioeconomic actors; 

- The particular features of and risks associated with using various data sources (which 

frequently compete with and occasionally contradict each other) for management (decision-

making) purposes at all levels, from public administration to specific individuals. 

Producing intelligent statistics has been globally considered as a way to improve conventional 

statistics, it has transformed into specific actions, including the reform of national statistical systems. 

On the basis of the available experience the following key aspects are important: 

- Creating the National Data Management System, international integrated databases should 

not turn into a formal implementation of an “action plan”. It requires a full-fledged cross-

cutting project-based approach: each step (e.g. coordinating and integrating various data 

sources, automating primary reporting, organizing data exchanges, etc.) should yield specific, 

clearly defined results. 

- It is important to preserve the “core” of the existing statistical system. New approaches and 

mechanisms should integrate and advance all of the previously achieved best results in 

methodology, observation areas, metrics, and other domains. As it is done in the Eurostat 

Development Program. The key aspect of the EU statistical office’s development program is 



 
 

23 

maintaining its status as the principle supplier of relevant and reliable data to the European 

Commission, member states’ national governments, and the public. The improvement areas 

include providing higher-quality information for policy shaping, businesses, individuals, and 

external partners. There are plans to extend data arrays and increase the number of available 

indicators, develop new data sources, and data flow management techniques [Eurostat, 

2018a]. 

- The most important structural function that the new system should fully inherit should not be 

forgotten either. National statistics is expected to present an interconnected, objectively 

measurable model of socioeconomic processes and phenomena based on relevant theoretical 

concepts. In addition to using various sources of data, a necessary feature of the new system 

will be its reliance on a consistent conceptual framework and approaches to interpreting data, 

which will make it possible to integrate various data sources in the first place. 

Increasingly complex methodologies and information bases imply that users of intelligent statistics 

themselves will change. They are becoming not only active participants in primary data collection, 

accumulation and application processes, but are turning into “smart” consumers who develop 

statistical thinking and are able to derive the greatest possible benefits from the use of statistical data. 

Such skills should become an inherent (and possibly mandatory) component of any skillset required 

in various spheres of activity. 
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