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Abstract

We examine 994 estimates of the effects of IMF programs on economic growth

as reported by 36 studies. The mean reported effect is positive, but the estimates

vary widely. We use meta-regression analysis to disentangle sources of this variation,

addressing model uncertainty with Bayesian Model Averaging and LASSO. We find

that estimates vary systematically depending on data and methods employed by the

researchers. Reported effects of IMF programs tend to be more positive for samples

that include countries with high levels of institutional and economic development,

when measured on longer horizons, estimated using more recent data or obtained

with the propensity score matching technique. Estimates appear to depend on

the types of IMF programs being considered, as general resource programs tend

to result in less favorable growth outcomes compared to programs that lend from

concessional resources. Authors with IMF affiliation tend to report estimates that

are somewhat higher than those of outside researchers.
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1 Introduction

One of the key purposes of the International Monetary Fund (IMF) stated in its Articles of

Agreement is “to give confidence to members by making the general resources of the Fund

temporarily available to them . . . ”. Since its inception in 1944, the IMF has provided

lending to more than 150 countries through about 1,300 IMF-supported programs. Over

time, the IMF’s agenda as that of an international lender has expanded dramatically,

reaching a cumulative total commitment level of about 1.6 trillion dollars at the end of

2019 (see Figure 1), the equivalent of about 5.7 percent of average world GDP over the

period 1960-2019. This increased activity has prompted many economists—both from

within and from outside the Fund—to investigate how IMF-supported programs affect

program participants.

Over the years, one of the most heated debates has centered around the effects that the

IMF-supported programs have on economic growth in the participant countries. While

some papers document a positive effect of IMF involvement on growth (e.g. Dicks-

Mireaux et al. 2000, Mercer-Blackman & Unigovskaya 2004), others find the effect to

be negative (e.g. Barro & Lee 2005, Dreher 2006), or dependent on other factors (e.g.

institutional development, see Binder & Bluhm 2017). Researchers in this field have

produced a plethora of evidence that, nevertheless, does not yield a consensus on the

direction of the effect and the underlying mechanisms.

We collect 994 estimates of the effects of IMF programs on economic growth as re-

ported by 36 studies. The mean effect is around 0.36, suggesting that, according to

the literature, IMF programs tend to raise the growth rates of participant countries by

0.36 percentage points. At the same time, the estimates vary widely—we record a stan-

dard deviation of 1.47. In this paper, we examine the sources of this variation using

meta-analysis, a tool for performing quantitative synthesis of the literature.

In economics, meta-analysis has been employed to study a variety of topics, such

as the effects of changes in minimum wage on employment (Card & Krueger 1995,

Doucouliagos & Stanley 2009); the link between currency unions and trade (Rose & Stan-

ley 2005), and trade and distance (Disdier & Head 2008); the effects of active labor market

programs (Card et al. 2017); habit formation (Havranek et al. 2017) and the excess sen-

sitivity in consumption (Havranek & Sokolova 2020), etc. To our knowledge, our study

is the first meta-analysis of the literature estimating the effects of IMF programs on

economic growth.

For each of the 994 estimates that we found, we record information detailing the spe-

cific context in which the estimate was obtained; based on this information, we construct

a set of 25 potential explanatory variables. We first conduct our analysis in a frequentest
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setting, using a fixed subset of the controls that, in our opinion, reflects the most crucial

aspects of study design (e.g. estimation method, broadly defined country groups under

investigation, see Section 3). We then re-frame the problem in the Bayesian context, tak-

ing into account model uncertainty—that is, the uncertainty over which of the 25 controls

belong to the ‘true’ data generating process. We perform Bayesian Model Averaging on

the full set of the 25 controls that provides a finer level of detail (e.g. by controlling for

specific instruments used when estimating with instrumental variables, specific geographic

region studied, see Section 4). We check the robustness of these results by performing

model selection with LASSO, an alternative tool for navigating model uncertainty.

Figure 1: IMF-supported programs since 1952.
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We find that the data and method choices that researchers make have systematic

effects on the estimates that their analyses yield. The estimates of the effect of IMF

programs on growth appear to vary with estimation horizons: long-run effects (estimated

on horizons of at least 10 years) are larger compared to effects estimated for the short-run

(on horizons under two years). We do not document a statistically significant difference

between the short- and the medium- run effect—however, we find some (weak) evidence

suggesting that the medium-run effect may be lower, pointing to a potential non-linearity
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in the effects of IMF programs on growth at different horizons. We show that samples

that include evidence from a mix of developed and developing countries tend to yield

higher estimates than those that do not; this may mean that the IMF involvement is

more successful in countries with strong institutional records. We also find that the

estimated effects of IMF programs appear to have improved over time, with fresher data

yielding higher growth effects. We additionally investigate whether this literature is prone

to selective reporting of the results; even though we do not find consistent evidence of

publication bias, we document that estimates reported by IMF staff members tend to be

somewhat higher than those presented by outside researchers.

We find some evidence suggesting that different types of IMF programs may have

systematically different effects on growth. Programs that offer funding from general re-

sources, that target middle-income countries and typically have shorter durations, seem

to have a lower effect on countries’ growth outcomes compared to programs that offer

support to poor countries, relying on concessional lending provided on more lenient terms.

This result may be interpreted in several ways, with different implications for the role of

the IMF. First, it may suggest that concessional resource programs are more successful

in fostering growth by design, as typically their goal is not only to address short-term

imbalances in participant countries, but to also correct systemic problems plaguing low

income countries. Second, as the concessional lending is offered with more lenient repay-

ment conditions, it likely puts the debtor country under less financial stress which may be

more advantageous for growth. Finally, IMF programs come with a set of policy measures

(‘conditionality’) that a participant country is encouraged to implement. These policies

could help unlock reform implementation for governments that face stringent political

constraints; at the same time, conditionality is sometimes criticized as being inappropri-

ate for developing countries.1 Concessional programs that are offered on humanitarian

grounds tend to require less conditionality overall2—if conditionality is indeed harmful

for growth, this would explain why concessional programs may result in better growth

outcomes.

An important caveat that studies in this field must address is the fact that partici-

pation in IMF programs is not random: countries turn to the IMF for help when facing

economic downturns. Estimation methods rely on different assumptions in addressing

this endogenous selection problem. We find that one method in particular—propensity

score matching—produces estimates that are systematically higher compared to those

obtained with other techniques. On the one hand, this may be because propensity score

matching does not rely on exclusion restrictions that other methods invoke, a feature

1Stiglitz (2002) discusses the shortcomings of neoliberal economic policies that are often part of
conditionality requirements that IMF negotiates with developing countries participating in its programs.

2 See discussions in Dreher (2004) and Stone (2008).
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that may make its results more reliable. On the other hand, it is not always possible to

link a participation observation to a non-participant ‘match’ with a similar propensity

score—especially when it comes to participants with high participation likelihoods; these

observations would then be discarded.3 Therefore, an alternative explanation for propen-

sity score matching estimates being systematically higher is that this method relies on

samples that differ systematically from samples considered by the rest of the literature.

An important implication of these findings is that estimates of the effect of IMF

programs on growth vary dramatically with study context. Even though we find the

overall effect to be positive, the magnitude varies with specific method and data choices.

For example, for a mixed sample of developed and developing countries IMF programs

would raise growth by an average of 0.913 percentage points, whereas for a sample that

exclusively features developing countries, this estimate would drop to about 0.353. These

results highlight the need for a comprehensive approach to evaluating the role of the IMF,

that examines why the effects of IMF involvement are more favorable under some sets

of circumstances and less favorable in other instances, and addresses the context-specific

shortcomings of IMF programs.

2 The Data

The effect of IMF programs on growth is often studied with the regression model of the

form:

yit = β0 + βIMF · IMFit + γXit + εit (1)

where yit is a measure of economic performance in country i at time t (e.g. annual growth

rate of real GDP), IMFit is a proxy for IMF involvement (e.g. a dummy indicator for

whether there is an active IMF loan agreement), Xit is a vector of controls (e.g. other

monetary or fiscal factors that could be affecting growth), and εit is the error term—see,

e.g. Bordo & Schwartz (2000), Baqir et al. (2005), Barro & Lee (2005), Dreher (2006).

The coefficient βIMF captures the effect of the presence of the IMF in a country on the

country’s economic performance. A positive βIMF would mean that IMF programs have

stimulating effect on growth, while a negative value would imply that they constrict

economic activity.

In addition to studying the effect of the presence of IMF programs, some studies

attempt to disentangle specific channels through which IMF could influence growth out-

comes of the participant countries. A number of authors investigate whether growth is

affected by the IMF loan amount (e.g Barro & Lee 2005, Dreher 2006, Binder & Bluhm

3This problem has been previously discussed in Hardoy (2003) and Atoyan & Conway (2006).
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2017)—in these studies, IMFit would capture the amount of the IMF loan granted to a

participant country. A positive βIMF would then imply that countries receiving more IMF

funding tend to experience faster economic growth; this could mean that more generous

IMF programs are more effective in restoring economic activity. A negative βIMF, on

the other hand, would suggest that IMF financial involvement is associated with worse

growth outcomes for program participants. This result could arise if, for example, large

IMF loans allowed opportunistic policymakers to postpone much needed structural re-

forms that are deemed politically costly.

IMF loans typically come with a set of mutually negotiated conditions that a partic-

ipating country agrees to meet. For each program, these conditions would be specified

in the Fund program documents, as well as the Letters of Intent and Memorandum of

Economic and Financial Policies prepared by the country’s authorities. These conditions

may require countries to implement a number of structural reforms, to address fiscal slip-

pages, to promote market-based policies, etc (see overview in Mussa & Savastano 1999,

IMF 2005, see IEO 2018 for recent examples). We will refer to such policy requirements

as ‘IMF conditionality’ throughout the text. A number of studies assess how growth

is affected by the extent to which participant countries comply with these requirements

specified within the IMF-supported programs (e.g. Killick 1995, Dreher 2006); in these

studies, IMFit is a measure of countries’ compliance with IMF conditionality; a positive

βIMF would mean that countries that adopt a higher portion of the agreed upon policies

are experiencing higher growth rates compared to countries that do not comply; on the

other hand, a negative coefficient could mean that IMF conditionality tends to impair

growth of the program participants.

In all three cases described above—i.e. with IMFit measuring IMF presence, loan

amount or compliance—a positive βIMF would imply that IMF programs improve coun-

tries’ growth outcomes. For this reason, in this paper we consider the estimates of βIMF

obtained with all three approaches.4 In the analysis that follows, we will take measures

to account for these differences in the precise interpretation of βIMF by introducing cor-

responding controls as well as comparing the overall results with those obtained on more

homogenous subsamples.

We collect estimates of βIMF from empirical studies that examine how economic growth

is affected by either the IMF presence, the IMF loan amounts or by compliance with

the IMF conditionality. We employ Google Scholar to identify the relevant studies on

4 In addition to the research we discussed, a number of papers estimate effect of recidivism on growth
outcomes, studying how the prolonged and repeated use of IMF programs affects average growth over
long periods of time (e.g. Easterly 2005). We do not include these results here, as we believe that the
coefficient interpretation would be substantially different: unlike this latter strand of literature, all three
research questions discussed above study growth following the implementation of an IMF program.
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the topic using a search query that contains: “IMF programs” or “IMF bailouts”, and

“economic growth”. In addition, we review the Google Scholar citations of a number

of key papers in this literature: Khan & Knight (1981), Pastor (1987), Haque & Khan

(1998), Fischer (1997) , Mussa & Savastano (1999), Dicks-Mireaux et al. (2000), Barro &

Lee (2005), Easterly (2005), and Dreher (2006). We then go through the list of papers we

found and download those that, judging by the abstracts, may contain empirical estimates

of βIMF. We end our search on November 11, 2018. We apply two inclusion criteria to

the downloaded sample of primary studies. First, the study must contain empirical

estimates of the effect of IMF programs on economic growth. Second, the estimates must

be accompanied by the associated standard errors, or some statistics from which the

standard error can be computed. Applying these two criteria, we end up with 36 primary

studies reporting a total of 994 estimates.5 We list these studies in Appendix C.

Table 1: Estimates of the effect of IMF programs on growth:
Sample statistics across features of study design

Unweighted Weighted

Mean Median 5% 95% Mean Median 5% 95% N

All 0.36 0.04 -1.50 2.70 0.21 0.02 -2.02 2.81 994

Dep.var=growth rate 0.28 0.03 -1.50 2.49 0.04 0.00 -2.02 2.05 901
Exp. var.=Dummy 0.35 0.11 -1.78 2.86 0.04 0.02 -2.21 2.45 684
Exp. var.=Amount 0.09 -0.00 -0.40 0.80 0.06 -0.01 -0.46 0.80 209
Exp. var.=Compliance -0.73 -0.46 -5.51 2.83 -0.14 0.04 -1.37 0.11 8
Mixed sample 0.34 0.01 -1.82 3.30 0.49 0.02 -1.69 4.01 294
Developing only 0.26 0.03 -1.37 2.11 -0.12 -0.00 -2.21 1.76 607
Short Run effect 0.34 0.04 -1.45 2.43 0.03 0.01 -2.02 1.84 523
Medium Run effect -0.07 -0.01 -1.82 1.74 -0.21 -0.04 -3.73 1.78 318
Long Run effect 1.65 1.46 -0.07 3.75 0.96 0.57 0.04 3.39 60
Mixed res. 0.45 0.07 -1.67 3.02 0.21 0.02 -2.21 3.35 564
General res. only -0.29 -0.01 -1.41 0.77 -0.40 -0.04 -2.02 1.29 192
Concessional res. only 0.40 0.04 -1.38 2.10 0.40 0.33 -1.17 1.84 145
IMF staff 1.03 0.88 -0.68 3.39 0.29 0.04 -1.17 1.92 141

Dep.var=Growth change 1.04 1.19 -1.53 3.45 1.43 1.72 -1.80 4.05 69
Dep.var=Growth difference 1.24 1.03 -0.45 3.13 1.24 1.03 -0.45 3.13 24

Notes: 5% and 95% refer to the corresponding percentiles. The left panel presents summary statistics
from the raw data; the right panel reports summary statistics for data weighted by the inverse of the
number of estimates reported in each study; this gives studies with high and low numbers of reported
estimates roughly equal weights in the overall sample.

We present the sample statistics in Table 1. The overall mean of the reported estimates

5Most studies estimate model (1) using growth rates expressed in percentage terms as the left-hand
side variable; βIMF can then be interpreted as a growth rate increase in percentage points associated
with an IMF programs. However, we also found four studies that express the left-hand-side variable in
shares (e.g. use differences in log output without multiplying by 100). To make results coming from this
latter group comparable to the rest of the sample, we multiply these estimates and standard errors by
100.

7



is positive: IMF programs appear to improve growth outcomes by about .36 percentage

points. At the same time, the estimates of the growth effect seem to vary substantially

with the studies’ design: studies that consider IMF presence (and use a dummy as the

explanatory variable) on average report positive effects on growth; researchers that inves-

tigate the effects of loan amount (and use loan to GDP on the right-hand side) find mean

effect that is close to zero, while those who consider the effect of compliance with condi-

tionality (and use a measure of compliance on the right-hand side) report negative results.

Matters become more complicated when we weight the data by the inverse number of

estimates reported per study and observe the means shrinking toward zero—suggesting

that the sizable effects seen for the unweighted means could be driven by results coming

from a few studies reporting large estimates rather than many studies reporting similar

results.

These results may point toward a disconnect between different channels through which

the IMF involvement affects growth. At the same time, these observed inconsistencies

across estimate signs may also be due to differences in data and estimation strategies em-

ployed by researchers. For example, it may be that, coincidentally, studies that examine

different channels through which IMF may affect growth also happen to consider different

country groups, estimate the effects for different horizons, or study different kinds of IMF

programs.

The majority of studies in our sample consider developing countries; however, a subset

of 294 estimates is obtained for mixed samples of developing and advanced economies,

showing a slightly different mean effect. It also appears that there may be systematic

differences in the effects of IMF involvement across different horizons. The programs

seem to have a moderate positive effect on growth in the first two years after program

adoption (termed ‘Short Run Effect’ in Table 1); at the same time, the estimates become

negative for horizons of 2-9 years (termed ‘Medium Run’). Finally, for horizons of 10

years and over (i.e. in the ‘Long Run’) the mean estimated effect on growth is positive

again, and much more prominent.

There also seem to be some differences in the estimated growth outcomes depending

on the types of programs being examined. The majority of estimates in our sample come

from studies that do not distinguish between program types and consider mixed samples

of IMF programs. At the same time, there are 192 estimates that pertain exclusively to

programs that offer funding from general resources. These types of programs are typically

aimed at helping countries overcome short-lived balance of payment issues; according to

Table 1, these programs tend to be associated with lower growth outcomes on average.

We also collect 195 estimates for programs funded through concessional resources, that is,

programs aimed at poor countries that offer more lenient credit conditions (e.g. zero or
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low interest rates, and longer grace periods) and are designed to address systemic issues

in the participant economies. It appears that, on average, these types of programs may

be associated with better growth outcomes.

We also notice that papers in which at least one of the co-authors is an IMF staff

member tend to come up with high and positive estimates of the effect of IMF programs

on growth. This piece of evidence could imply some selective reporting when it comes

to results published by researchers affiliated with the IMF, but there are other possible

explanations as well: for example, it could be that papers co-authored by IMF staff

members tend to focus on specific kinds of programs (e.g. programs for poor countries

offering concessional lending), or horizons (e.g. long run horizons) that tend to yield

higher growth estimates. We will attempt to disentangle these potential explanations in

the subsequent sections.

Finally, apart from papers estimating the effect of IMF involvement on growth rates,

we find a few studies estimating how IMF involvement affects changes in growth rates

(and use yit−yit−1 as the left-hand side variable). We also find two studies looking at the

difference between growth projected by the IMF and the actual realized growth rate (i.e.

ypit − yit). To make these estimates somewhat consistent with the rest of our sample, we

multiply the estimates coming from these two studies by (−1); these modified estimates

now capture the effect of IMF programs on yit − ypit, with positive estimates implying

faster realized growth in presence of IMF programs—similar to the rest of our collected

estimates. Table 1 reports statistics for both groups.

So far it appears that there are several features of studies’ design that may have

systematic effects on the estimates of βIMF that researchers report. In the subsequent

sections we take a more systematic approach to uncovering how different choices made

by researchers contribute to the magnitudes of the estimates that they produce. We

will also attempt to tackle a number of questions that are fundamental to this field of

literature: namely, whether some IMF programs are more favorable for growth than

others, and whether growth effects differ with horizon and country groups. We will also

take a close look at the potential issues underlying estimation methods most commonly

employed by researchers in this field. To estimate well the effect of IMF programs on

growth, researchers need to address the fact that selection into IMF programs is not

random. Estimation methods differ in their treatment of this selection problem—we will

try to determine whether this leads to estimates that vary systematically across different

estimation techniques.
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3 Heterogeneity in Estimates: a Simple Model

Estimates of the effects of IMF programs on growth may vary for a number of reasons.

First, the ‘true’ underlying effects associated with IMF involvement may be different

depending on the context. For example, they may depend on program features and

the levels of economic and institutional development of the region under investigation.

There may also be differences between short-run and long-run effects. Second, even if

the underlying effects are roughly similar regardless of the context, there may still be

systematic variation due to studies employing different estimation strategies. Countries

choose whether to enter into IMF programs; this decision is likely based on a variety of

factors, including countries’ economic performance. If countries turn to the IMF when

facing economic downturns (as is usually the case), then, on average, they are likely

to have lower growth during the years of IMF involvement—not due to IMF policies,

but because of the selection problem. More generally, to estimate the effect of an IMF

program the researcher has to come up with an identification strategy; without it, the

estimates are likely to exhibit a bias. Finally, the distribution of estimates that we observe

may be affected by the preferences of those conducting the studies. In other words, the

literature may be prone to selective reporting of the results.

In this section we attempt to disentangle the potential sources of variation in estimates

of the effects of IMF programs on growth in participating countries. In subsection 3.1

we introduce a number of controls that, we believe, capture the key dimensions of stud-

ies’ design (see summary in Appendix A). In subsection 3.2 we employ meta-regression

analysis and investigate whether these study features have systematic effects on reported

estimates.

3.1 The Controls

Publication and Data

The effects of IMF involvement may vary across countries. One piece of criticism often

raised in the context of IMF lending is that access to IMF funds may enable policymakers

to put off much needed reforms.6 Countries with lower levels of institutional development

would suffer the most from this type of moral hazard, and, conceivably, experience the

least favorable growth outcomes (see discussions in Bordo & Schwartz 2000, Hutchison

& Noy 2003). Binder & Bluhm (2017) find empirical support for this notion, reporting

worse growth outcomes for countries with poorer institutional record. Furthermore, some

authors credit IMF programs with catalyzing private capital flows—Mody & Saravia

(2006) find that this catalytic effect depends on whether the IMF program adoption is

6 See recent discussion in Bas & Stone (2014).
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accompanied by a credible commitment to policy reforms by the government, a condition

that may be less likely to be met by lower income countries with weaker institutions.

Overall, both these arguments suggest that the effects of IMF programs may vary with

countries’ level of economic and institutional development. Here, we will introduce a

broad control to account for these potential differences. While the majority of estimates

in our sample is obtained with data coming from developing countries, some pertain to

mixed samples of developing and advanced economies that are likely characterized by

higher levels of overall development. We construct a control to distinguish between these

two groups of estimates.

One difficulty with conducting a meta-analysis is that the sample of estimates under

investigation is comprised of the results that authors choose to report. It is possible that

the literature favors some results over others, and that estimates that are more in line

with authors’ preferences are more likely to be reported. In other words, the literature

may be prone to selective reporting, or the publication bias.7 We investigate this concern

and do not find compelling evidence of selective reporting in our sample (see Appendix

D). Nevertheless, we include a control to reflect whether any of the researchers on the

author list were affiliated with the IMF (as indicated on each paper)—to capture possible

differences in the preferred estimation outcomes across authors with and without the IMF

affiliation.

Method

Estimates of the effects of IMF programs on growth can be obtained with a variety of

methods, some of which are better suited for the task at hand compared to others (see

discussions in Haque & Khan 1998, Bird 2001). For example, a researcher could estimate

βIMF in model (1) with an OLS. This method would be valid if countries selected into

IMF programs independently of the state of the economy, an assumption that is difficult

to justify because countries generally turn to the IMF for help in the years of economic

turmoil. Since OLS does not take this selectivity into account, the estimates of βIMF

obtained with this method would likely exhibit a downward bias, as OLS would not

correct for the fact that lower growth rates may prompt countries to participate in IMF

programs in the first place (see Vreeland 2003 for a detailed discussion of the selection

problem).

One way around this problem is to use instruments to predict participation in IMF pro-

grams, replacing IMFit with a fitted value from the first-stage regression (Barro & Lee 2005,

7 Brodeur et al. (2016) show that researchers tend to under-report results with p-values between
0.25 and 0.10, possibly engaging in specification searches to obtain results that are statistically signifi-
cant. Ioannidis et al. (2017) argue that about 80% of the findings reported in economics literatures are
exaggerated and single out meta-analysis as a tool for correcting such biases.
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Dreher 2006). A sound identification strategy would require instruments that are good

predictors of participation, but do not affect growth other than through their effect on

IMF program adoption. Alternatively, a researcher could attempt to construct a coun-

terfactual, an assessment of what would have happened if the country did not participate

in the IMF program. Denote by ∆y≡y
post
i − yprei the difference between growth rates pre-

and post- program participation. The before-after approach (BA) relies on the assump-

tion that, within the participant group, if the countries did not choose to enter into IMF

programs, the growth rates pre- and post-treatment would have been the same (i.e. ∆yi

would have been zero in the counterfactual scenario). It proceeds to compute the effect

of program participation by taking an average across all ∆yi. It is plain to see how the

core assumption might fail: if there are forces that affect growth of participants that are

not a direct consequence of participation, the estimate would be biased.

The difference-in-differences method (DID) is less restrictive. Instead of assuming

that in the counterfactual the growth change would have been zero, it proxies for the

counterfactual scenario by using growth rates of non-participants. The DID estimate of

βIMF would then be a difference in pre- and post- treatment mean growth rates between

participants and non-participants. The identifying assumption here is that the partici-

pants would have had the same mean growth rates as non-participants, should they have

chosen to not participate. This assumption would fail if events that take place between

pre- and post-treatment periods have different effect on participants and non-participants

(in other words, if the growth trends are not parallel). Hardoy (2003) provides a formal

argument and derives the associated biases.

Matching approach attempts to explicitly construct a control group (see Bal-Gunduz

2016). At the first stage, a researcher estimates a model that explains countries’ par-

ticipation decisions via a set of observables and constructs propensity scores, a measure

that reflects the likelihood of program participation for each country in a given period.

In the second stage, participant observations are matched to the non-participant coun-

terparts with similar propensity scores. The method would then calculate the difference

in mean outcomes between participants and their non-participating matches. The key

assumption here is that participation can be adequately explained with the observables

used—only then the assembled control group would be providing a good counterfactual.

A technical difficulty is that the group of non-participant ‘matches’ often turns out to be

quite narrow, as it is difficult to find non-participant ‘neighbors’ for all of the participant

observations (see discussion in Hardoy 2003).

Finally, a number of authors use the Generalized evaluation estimator (GEE) proposed

by Goldstein & Montiel (1986) (e.g. Khan 1990 and Hutchison 2003). The GEE procedure

consists of two steps. First, authors construct a policy reaction function that captures
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how key country variables respond to changes in growth rates, using country-years of non-

participants. Second, they use the policy function from non-participants to approximate

how the key policy variables in participant countries would have reacted if the countries

stayed out of IMF programs. For this techniques to work, policy functions need to be

stable across countries and time (see Dicks-Mireaux et al. 2000).

We construct a set of controls that documents the various strategies used to obtain

estimates of the effect of IMF programs on growth. In the empirical section we will

attempt to uncover any systematic difference across estimates produced with different

methods.

Horizon

Another important consideration is whether to measure the effect of programs on short-

run, medium-run or long-run growth figures. The results could potentially be different

depending on the answer (see discussion in Bird & Rowlands 2017). Upon turning to IMF

for help, member countries receive 25% of their quota in the Fund automatically, before

implementing any policy changes. The rest of the funding becomes available gradually,

conditional on the countries making progress in implementing policy measures specified in

their agreement with the Fund (see Barro & Lee 2005). Depending on the arrangement,

countries may be expected to 1) restrain demand in the short run (e.g. though fiscal

or monetary contraction) and 2) implement structural reforms to promote sustainable

growth in the long run (see Fischer 1997, Mussa & Savastano 1999).

Based on this dynamic, one can expect to see different effects at the very beginning

of the program (when country receives the funding, but has not yet implemented any

reforms), in the medium run (when country may attempt to implement the agreed-upon

policy prescriptions, potentially with contractionary demand effects) and in the long run,

after policy adjustments have been adopted. We introduce a set of controls to capture

these differences.

Program

As mentioned above, IMF loan disbursement is conditional on countries meeting a set

of requirements specified within the program. These requirements would often prompt

participants to implement a series of reforms, addressing perceived economic vulnerabili-

ties that hinder countries’ development prospects, or the stability of government finances.

This framework could benefit growth for a number of reasons: for example, in countries

where governments are unable to implement reforms due to political opposition, IMF

conditionality could accelerate the reform process. However, critics point out that some

of these agreed-upon policy prescriptions—such as financial market liberalization for de-
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veloping countries—may not in fact always be adequate.8 It is therefore unclear whether,

overall, the IMF conditionality benefits or harms economic growth (see discussions in

Meltzer 2000, Bird 2001, Dreher 2006).

The kinds of conditions offered to program participants vary with program types.

Some IMF programs are designed to address short-run balance of payments issues (e.g.

the Stand-By Arrangements, SBA), with a goal of maintaining stability. By contrast,

long-run programs (e.g. the Poverty Reduction and Growth Facility, PRGF) are aimed

at decreasing poverty and fostering sustainable growth. Programs that target low-income

countries and are meant to be offered on humanitarian grounds typically fit the latter

category. They tend to offer funding from concessional (rather than general) resources

with more lenient conditions and lower (or even zero) interest rates. Dreher (2004)

investigates whether such programs are associated with looser conditionality. He finds

evidence suggesting that the PRGF, a concessional resource program, indeed typically

involves fewer conditions compared to other programs. In a similar vein, Stone (2008)

finds that concessional programs tend to offer conditionality that is more narrow. Bird

& Rowlands (2017) find that concessional programs lead to higher growth rates in low-

income countries, while the non-concessional programs do not. We introduce a set of

controls that capture whether the estimated effect of IMF programs on growth pertains

to programs funded from general or concessional resources, or to a mixed sample of both.

We also consider an alternative way of capturing systematic difference across programs—

by using information about intended program durations. The conditionality attached to

short-run programs would often involve policies that restrain demand to address short-

lived balance of payment imbalances (see, e.g. Mussa & Savastano 1999, Ghosh et al.

2005). Programs with longer duration may be expected to produce better growth out-

comes, as the associated conditionality and funding are more likely to be tailored to the

goal of promoting growth. We construct two alternative sets of controls that capture

whether the study exclusively examines short-, or medium- to long-run IMF arrange-

ments. The first set of controls relies on author’s description in determining which group

of arrangements is being studied—we prefer this approach as in some cases the arrange-

ments with the same title may have different intended durations and goals. The second

set of controls we construct uses the official classification based on program titles to record

whether the programs fall into short-, or medium- to long-run category.

8 Stiglitz (2002) lays out a detailed criticism of the neoliberal policies prescribed by the Washing-
ton Consensus and their adoption in developing countries. Broner & Ventura (2015) present a formal
argument detailing how financial liberalization may destabilize domestic capital markets and lead to
increased volatility of capital flows.
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3.2 Results

We will now investigate whether the features of studies’ design discussed in subsection 3.1

affect researchers’ inference about the effects of IMF programs on economic growth. To

this end, we will use meta-regression analysis, a tool often employed to disentangle sources

of heterogeneity in estimates reported by various literatures.9 We will estimate the fol-

lowing model:

β̂IMF
ij = γ0 +

11∑
l=1

γlXl,ij + εij, (2)

where β̂IMF
ij is the estimate i of βIMF (i.e. the effect of IMF programs on growth) reported

in study j; Xl,ij are the controls discussed in previous section that capture the specific

context in which study j obtains estimate i (see summary in Appendix A); εij is the

disturbance term. One important caveat related to estimating model (2) is that the

estimates of βIMF that researchers obtain are likely correlated within studies. We remedy

this by clustering the standard errors at the study level; at the same time, we have a

relative small number of clusters which means that the standard errors that result from

clustered inference could potentially have a downward bias. We therefore follow Cameron

et al. (2008) and additionally compute p-values using wild bootstrap cluster.

We start by examining a relatively homogenous subsample of estimates that mea-

sure the effect of IMF presence (as opposed to IMF loan amount or compliance with

conditionality) on growth rates (as opposed to on changes in growth rates or differences

between actual and projected rates). We will later make this exercise more general and

extend the analysis to the full sample. We estimate model (2) and report the results in

Table 2. Column (1) lists results for our baseline specification; columns (2)-(4) report

results obtained with alternative controls for estimation horizon and IMF program types;

column (5) reports results from an alternative specification in which we weight the data

by the precision of each estimate thereby giving more precise estimates a higher weight.

We observe a positive association between authors’ affiliation with the IMF and the

magnitude of growth estimates being reported, but the effect is not very strong—at least

not according to the p-values obtained with wild bootstrap clustering. This indicates that

the large mean estimates produced by authors with IMF affiliation that we document in

Table 1 may partially be due to these studies using specific methods and data. At the

same time, we observe a stronger systematic effect related to the country sample under

investigation: for the mix of developed and developing countries the estimates of pro-

gram growth effects are higher compared to estimates obtained for developing countries

9 For recent examples see Havránek (2015), Balima et al. (2017), Card et al. (2017), Doucouliagos
et al. (2018), Sokolova & Sorensen (2018), Havranek & Sokolova (2020).
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only. This may be because in countries with higher levels of economic and institutional

development there is more public oversight and less scope for moral hazard related to

IMF funding, which would make programs more efficient at promoting growth.

We find evidence pointing towards the importance of empirical techniques. As dis-

cussed in subsection 3.1, we control for six estimation methods that researchers employ:

propensity score matching, BA, DID, IV, GEE and OLS as the reference group. In Ta-

ble 2 we report the results for the propensity score matching; as we do not find any

systematic effects pertaining to other method choices, here we suppress this output for

brevity. The full table is available in Table D3 of Appendix D. We find a strong effect as-

sociated with the use of propensity score matching, i.e. with constructing control groups

of non-participant ‘neighbors’ that are close to participants in their estimated likelihood

of joining IMF programs. Studies that employ matching tend to come up with estimates

that are higher by between 0.54-0.74 compared to estimates obtained with OLS. It is

intuitive to see why an OLS estimation would measure effects of the IMF involvement

with a downward bias: studies that do not control for the fact that countries tend to

select into IMF programs in ‘bad times’ would then attribute the observed bad economic

environment to the presence of the IMF. Matching alleviates this bias through an explicit

modeling of the selection process. An advantage of matching compared to other methods

is that it does not rely on finding variables that explain participation, but are unrelated

to growth—unlike, for example, the IV. It is therefore possible that a large positive effect

we observe is the result of matching providing a better correction for the endogenous par-

ticipation decisions. That being said, the matching approach also has several important

caveats.
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Table 2: Heterogeneity: horizon and program definitions

Variable (1) (2) (3) (4) (5)

Publication and Data
IMF staff 0.509 0.629 0.519 0.474 -0.016

(0.074) (0.021) (0.085) (0.110) (0.891)
[0.348] [0.130] [0.380] [0.429] [0.855]

Mixed sample 0.626 0.554 0.541 0.624 0.230
(0.094) (0.164) (0.112) (0.090) (0.023)
[0.171] [0.280] [0.164] [0.152] [0.031]

Method
Matching 0.544 0.569 0.594 0.621 0.737

(0.002) (0.001) (0.000) (0.002) (0.000)
[0.014] [0.011] [0.005] [0.020] [0.011]

Not displayed: Before-after, DID, Gen. equil., IV. See full results in Table D3 in Appendix D.

Horizon
Medium run effect -0.348 . -0.419 -0.360 -0.095
(between 2 and 9 years) (0.139) . (0.146) (0.126) (0.000)

[0.218] . [0.198] [0.203] [0.343]
Long run effect 0.907 . 0.972 1.026 0.956
(10 years and over) (0.018) . (0.013) (0.026) (0.001)

[0.297] . [0.244] [0.215] [0.202]
Medium run effect . -0.349 . . .
(between 2 and 5 years) . (0.259) . . .

. [0.377] . . .
Long run effect . 0.517 . . .
(6 years and over) . (0.137) . . .

. [0.404] . . .

Program
General res. only -0.837 -0.951 . . -0.104

(0.082) (0.050) . . (0.000)
[0.125] [0.086] . . [0.523]

Concessional res. only 0.252 0.162 . . -0.076
(0.194) (0.428) . . (0.000)
[0.338] [0.555] . . [0.613]

Short run prog. only . . -0.132 . .
(official definition) . . (0.512) . .

. . [0.511] . .
Long run prog. only . . 0.357 . .
(official definition) . . (0.128) . .

. . [0.294] . .
Short run prog. only . . . -0.640 .
(authors’ definition) . . . (0.156) .

. . . [0.261] .
Long run prog. only . . . 0.250 .
(authors’ definition) . . . (0.241) .

. . . [0.367] .

N of clusters 27 27 27 27 27
Observations 684 684 684 684 684

Notes: The table presents the results of estimating model (2) with OLS with standard errors clustered
at the study level. We report regular p-values in parenthesis. In addition, we perform wild bootstrap
clustering and compute p-values using STATA command boottest, with Rademacher weights and 9999
replications (see Roodman 2018); we report these p-values in square brackets. To produce results for this
table, we only use a (relatively homogenous) sample of estimates that pertain to the effect of IMF presence
on the economic growth (i.e. estimates obtained in a specification with dummy for IMF programs as
explanatory variable). (1)=baseline specification; (2)=a specification with an alternative definition of the
long run (6 years and over); (3)=a specification with alternative controls for program type, distinguishing
between long and short run programs based on the official program definition; (4)=a specification with
alternative controls for program type, distinguishing between long and short run programs based on the
authors’ program definition; (5)=a specification in which all data is weighted by precision, 1/SE(βIMF).
Not displayed are results for alternative method choices (Before-after, DID, GEE, IV) as well as the
constant. See full table in Table D3 of Appendix D.
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Propensity score matching produces results free of bias if the participation equation

captures well the selection process, and remains relatively stable over time and across

countries. In doing so, it relies on the assumption that selection into IMF programs

can be explained by the set of observables, which would fail if participation was also

affected by unobservables (see e.g. Bal-Gunduz 2016, Bas & Stone 2014). Furthermore,

as we discussed in subsection 3.1, for smaller datasets there may not be much overlap

in the propensity scores of participant and non-participant observations. Under these

conditions the effect of IMF programs would be calculated by using only a small sample

of ‘neighbors’, or by expanding the definition of what researchers consider to be a ‘match’.

A related point raised by Atoyan & Conway (2006) is that, by design, the matching

procedure excludes variation coming from country episodes with propensity scores of

extreme values, such as participants with very high propensity scores for which it would

typically be difficult to find a non-participant match. In other words, matching may be

relying on samples of country-years that differ systematically from those used by other

methods, samples that exclude participation episodes that are highly predictable: for

example, country years characterized by severe crises, or countries that systematically

rely on IMF support and therefore are very likely to enter IMF programs in the future. It

is possible that the effects of IMF programs on growth are lower for these underrepresented

episodes, and that their exclusion brings up the estimates produced with matching.

We also observe evidence of some systematic effects related to estimation horizon. In

the baseline specification reported in column (1), we define ‘medium run’ as the estimation

horizon from 2 to 9 years; we consider horizons of 10 years and over to measure ‘long run’

effects; the reference group contains estimates pertaining to the short run effect (under

2 years). In the long run, IMF programs appear to be associated with more positive

effects on growth compared to the short-run—although this effect is statistically weaker

under wild bootstrap clustering. For the medium run, we find a negative effect that is not

statistically significant. We proceed to investigate how these conjectures change under

an alternative definition of the effect horizons. In column (2) of Table 2 we report the

results for a specification in which we define the ‘long run’ to include horizons over 5

years. We observe that the positive effect associated with the long run becomes much

less prominent and looses statistical significance, while the (still statistically insignificant)

negative effect in the medium run remains roughly the same. One possible interpretation

of these results is that the estimation horizon has a nonlinear effect on the estimates of

βIMF: in the first two years, before full implementation of conditionality, IMF programs

may affect growth through funding and signaling to private creditors, possibly generating

a positive or a neutral effect; in the medium run as conditionality gets implemented this

effect may slightly diminish because of policies restraining aggregate demand; however,
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in the long run, after the structural reforms have been implemented, this effect becomes

more positive. These insights echo the results of Atoyan & Conway (2006), who find that,

while there does not seem to be a positive contemporaneous effects of IMF programs on

growth, IMF involvement tends to have positive effects on longer horizons.

We find some evidence suggesting that the effect of IMF programs on growth may

be affected by the core features of program design, particularly by the kind of funding

the program is offering. We use the reported program titles to determine whether the

authors are studying programs that provide lending based on general resources, or the

concessional window. The results that feature these controls are reported in columns

(1), (2) and (5). We see a prominent negative effect for estimates obtained with general-

resource programs (compared to estimates obtained using mixed program samples) and

a slight positive (though not statistically significant) effect associated with concessional-

resource programs. Programs with concessional lending typically target poor countries,

they are more likely to be designed with the goal of reducing poverty and supporting

sustainable growth; they also typically provide much more lenient funding opportunities

with lower interest rates and longer grace periods. These features may make concessional

programs more efficient at fostering growth compared to programs that use general re-

sources, resulting in the discrepancy between the effects of different program types that

we observe.

We repeat this exercise using alternative proxies for program design. In specification

(3) we use the official program titles to construct controls for whether the program is

intended for a short- or a medium- to long-run implementation. The signs of the estimated

effects point toward longer-run programs having more positive effects on growth, although

overall the results lack statistical significance. Nevertheless, this (albeit weak) evidence is

consistent with our previous results: programs designed to address longer run structural

problems may be more favorable for growth. Despite similarities in official program titles,

program lengths may de facto differ. In specification (4) we introduce a robustness check,

in which we construct controls for program design based on authors’ descriptions of the

programs in their sample (as opposed to the official program definitions). The main

takeaways are quite similar to specifications presented earlier: estimates for programs

with longer-term goals are higher compared to estimates obtained on a mixed sample of

programs, while estimates corresponding to short-run programs are lower compared to

the mixed sample—although statistically the effect is weak.

We conclude here that program design appears to matter, as longer-term programs

that rely on concessional funding produce somewhat better growth outcomes compared

to their shorter-term general resource counterparts. There are several possible interpreta-

tions for this finding. On the one hand, it may indicate that the conditionality attached
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to longer run programs is better aligned with the target of promoting growth. On the

other hand, concessional programs tend to require less conditionality (see subsection 3.1

discussing Dreher 2004 and Stone 2008), and it is possible that the lack of stringent policy

requirements is what leads to favorable growth outcomes under those programs. Finally,

as concessional lending comes with more lenient credit conditions, the positive effects on

growth we observe could simply result from countries receiving cheaper funding.

To check robustness of our conjectures, we compare the baseline model with the

specification in which we weight each data point by the precision of the corresponding

estimate, 1/SE(β̂IMF); we report the results in column (5) of Table 2. The intuitive

appeal of this technique is that it gives more weight to estimates that are more precise

while correcting for heteroskedasticity (see detailed discussion in Stanley & Doucouliagos

2015). There is also a drawback that is important for our context: suppose some methods

generally yield higher standard errors compared to others; the results obtained via those

methods would then receive lower weight compared to all other results. In our case, a

fraction of estimates is obtained using instrumental variables, a technique that would

typically yield higher standard errors compared to other methods. For this reason we

use unweighted specifications as our baseline; however, we believe that a comparison can

provide useful insights.

As before, in column (5) we see strong positive effects associated with the use of

matching, with using a mixed sample of developing and developed countries (as opposed

to focusing on developing countries only); we also observe a positive association with

measuring the effects on long-run (as opposed to short-run) growth rates. The one result

that appears to be challenged by this re-framing of the problem is the importance of

program design, which looses in magnitude and statistical power. A likely explanation

is that the effects we reported earlier were driven by variation coming from studies with

higher standard errors. One important point to consider here is that studies that examine

programs of specific type are likely to have less observations compared to those that do

not discriminate between programs—and therefore, by design, would have lower precision

relative to the latter group. The variation coming from these program-specific estimates

would then receive a lower weight in the OLS weighted by precision, which could explain

the discrepancy across specifications that we observe.

So far we focused on a narrow sample of estimates that only measure the effects of

IMF presence on growth rates that is relatively homogenous. We now turn to investi-

gate heterogeneity in estimates in a broader context. First, we expand our sample to

include estimates that capture growth rate responses to IMF loan amounts; we report

these results in Table 3, column (2); for comparison, we report the baseline results of

Table 2 in column (1). Compared to estimates of IMF presence on growth, these new
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estimates do not appear systematically different, as the coefficient on the corresponding

control, ‘Exp. var.=Amount’ is not statistically significant. At the same time, our previ-

ous conjectures about the effects associated with the use of propensity score matching, the

estimation horizon and program types remain intact for this more heterogenous sample.

Once again, we find that IMF programs seem to be associated with more positive

effects when averaging across mixed samples of developed and developing countries—

as opposed to the samples of developing countries only. As we discussed earlier, this

finding could suggest that institutional differences play an important role in determining

whether IMF involvement leads to a success or a failure in terms of growth outcomes.

We investigate this further by focusing on a subsample of 600 estimates that correspond

exclusively to effects of IMF programs in developing countries. We report the results

in Table 3, column (3); they are similar to those obtained for other specifications. One

interesting observation is that for this subsample, the negative effect associated with

the medium-run horizons (compared to short-run horizons) becomes somewhat more

prominent, while the positive long-run effect slightly diminishes. This may mean that

for countries with lower levels of institutional development the medium-run adjustment

during which conditionality is being implemented tends to be more painful.

Finally, column (4) of Table 3 reports the results coming from the most heterogenous

version of our dataset, that incorporating 8 estimates of the effect of compliance with

IMF conditionality on growth that we collected, as well as estimates that use alternative

definitions of the dependent variable discussed in subsection 3.1. Our previous findings

appear resilient to this expansion, suggesting that, overall, the key underlying relation-

ships between estimates and the context in which they are obtained remain largely the

same, even when the precise definition of the dependent variable and the explanatory vari-

able is altered. In the subsequent section we will use this expanded dataset to evaluate

the impact of study design in the context of model uncertainty.
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Table 3: Heterogeneity: sample splits

Variable (1) (2) (3) (4)

Publication and Data
IMF staff 0.509 0.281 0.476 0.444

(0.074) (0.358) (0.068) (0.133)
[0.348] [0.600] [0.282] [0.370]

Mixed sample 0.626 0.504 . 0.522
(0.094) (0.059) . (0.058)
[0.171] [0.111] . [0.112]

Method
Matching 0.544 0.639 0.493 0.636

(0.002) (0.001) (0.006) (0.001)
[0.014] [0.013] [0.050] [0.014]

Not displayed: Before-after, DID, Gen. equil., IV. See full results in Table D4 of Appendix D.

Horizon
Medium run effect -0.348 -0.288 -0.491 -0.305
(between 2 and 9 years) (0.139) (0.178) (0.084) (0.161)

[0.218] [0.242] [0.144] [0.231]
Long run effect 0.907 0.985 0.767 0.700
(10 years and over) (0.018) (0.019) (0.054) (0.012)

[0.297] [0.217] [0.440] [0.256]

Program
General res. only -0.837 -0.554 -0.836 -0.535

(0.082) (0.044) (0.031) (0.060)
[0.125] [0.087] [0.182] [0.116]

Concessional res. only 0.252 0.124 0.129 0.136
(0.194) (0.388) (0.410) (0.351)
[0.338] [0.478] [0.541] [0.440]

Extra explanatory and dependent variables
Exp. var.=Amount . 0.025 0.139 0.064

. (0.943) (0.718) (0.853)

. [0.948] [0.660] [0.872]
Exp. var.=Compliance . . . 0.062

. . . (0.917)

. . . [0.987]
Dep. var.=Growth change . . . 0.058

. . . (0.844)

. . . [0.866]
Dep. var.=Growth difference . . . 0.742

. . . (0.050)

. . . [0.166]

N of clusters 27 31 23 36
Observations 684 893 600 994

Notes: The table presents the results of estimating model (2) with OLS with standard errors
clustered at the study level. We report regular p-values in parenthesis. In addition, we perform wild
bootstrap clustering and report the associated p-values in square brackets. (1)=baseline results—
same as column (1) of Table 2—obtained using the sample of estimates that pertain to the effect
of IMF presence on the economic growth (i.e. with dummy for IMF programs as explanatory
variable); (2)=the sample of estimates from column (1) together with estimates measuring the effect
of loan amount on growth (i.e. with loan amount as explanatory variable); (3)=the subsample of
estimates from column (2) measuring effects of IMF presence and loan amount—for developing
countries only; (4)=the full sample of estimates collected, that extends sample of column (2) by
adding estimates obtained using compliance with conditionality as explanatory variable, as well as
estimates corresponding to alternative dependent variables: growth change over time and difference
between actual and projected growth. Not displayed are results for alternative method choices
(Before-after, DID, GEE, IV) as well as the constant. See full table in Table D4 of Appendix D.
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4 Heterogeneity in Estimates: Model Uncertainty

In Section 3 we studied how the estimates of the effect of the IMF involvement on growth

vary with key choices that researchers make. We constructed a set of core controls that

depicts the context of the studies in relatively broad strokes, highlighting what we believe

are the most prominent aspects of study design. In doing so, we made a value judgment

that is based on our prior beliefs about what these crucial aspects of study design are. In

this section we will follow an alternative approach. Instead of pre-selecting a small set of

most crucial features of study design, we will start with a bigger set of 25 controls that

describe the study context in a greater level of detail, and allow for model uncertainty—in

other words, we will take into account the fact that we do not know for certain which

subset of these controls belongs to the ‘true’ data generating process.

In subsection 4.1 we introduce the extra explanatory variables that add more detail to

our description of the studies’ context. In subsection 4.2 we employ Bayesian Model Av-

eraging to assess the relative performance of all 225 possible combinations of the controls

and construct inference by averaging results across all models, assigning higher weight to

models that fit the data best. As a robustness check we report the results from estimat-

ing with LASSO, a method that offers an alternative solution to the model uncertainty

problem. Finally, we construct our prediction of what estimates of the effect of the IMF

involvement on growth would be given specific method and data choices.

4.1 The Additional Controls

Publication and Data

Over time, the emphasis that the IMF places on growth outcomes has increased. This

shift was reflected through changes to the Fund’s Guidelines on Conditionality, as well as

through the subsequent introduction of Extended Fund Facility (EFT) in 1974 with longer

program durations, the Enhanced Structural Adjustment Facility (ESAF) in 1987 and

the Poverty Reduction and Growth Facility (PRGF) in 2000 aimed at promoting growth

in low-income countries (see IEO 2019). The effects that IMF programs have on growth

in participant countries may have changed following these institutional developments. To

account for possible evolution of βIMF over time, we record the average year of the data

that was used to obtain each estimate.

In subsection 3.1 we introduced a broad control for whether the sample includes data

from developing countries only, or a mix of developing and developed economies—to

account for whether the effects of IMF programs differ with the overall levels of economic

and institutional development. There may, however, also be systematic differences across

specific geographical regions. Hutchison & Noy (2003) argue that the findings of negative
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effects of the IMF involvement on output growth are largely driven by experiences of

Latin America, partially due to a prolonged history of economic volatility in the region

and to low program completion rates. Gebregziabher (2015) finds mixed results while

studying stabilization programs in the African region. We include controls to capture

estimates of growth effects pertaining to Africa and Latin America.

We also include two controls to capture study quality. Other things equal, studies

that rely on larger dataset are likely to have more statistical power—we control for the

number of observations used by the studies. Furthermore, published studies are more

likely to have gone through a peer review process—compared to the unpublished work;

we add a corresponding control to reflect this distinction.

Finally, even though the majority of studies examine per capita growth rates that are

most reflective of changes to the standards of living, a fraction of estimates in our sample

is obtained using growth rates that do not account for population growth. We add a

corresponding control.

Method

In subsection 3.1 we discussed the selection bias associated with countries entering IMF

programs: namely, the fact that countries tend to turn to the IMF for help under dire

circumstances. It is therefore important to model the countries’ choice to participate

in IMF programs. So far we touched on factors that affect the countries’ demand for

IMF loans; however, selection into IMF programs and the approved loan amounts likely

also depend on factors related to loan supply. Barro & Lee (2005) point out that the

political standing of countries with the IMF is likely an important determinant of IMF

loan approval, loan size and the attached conditionality. They therefore suggest to use

instruments that reflect the countries’ political influence, such as the IMF quota size, the

number of IMF staff members coming from the country, trade with the major economies

as well as the extent to which country votes in the UN align with the votes of the

major advanced economies—variables that also tend to be good predictors of program

participation. We introduce a control variable that we term Instruments: proximity that

equals one for studies that use any of these variables (that may reflect political proximity

between the country and the Fund) as instruments for program participation decision or

approved loan amount.

Aside from the countries’ political influence, participation is likely to depend on the

history of the IMF presence within the country. Assuming that this history does not have

an effect on contemporary growth rates, the number of prior years the country spends in

IMF programs can be used as an instrument for program participation.10 We introduce

10 Atoyan & Conway (2006) note that this assumption may be too strong, as IMF involvement may
in fact have a lasting effect on growth rates.
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a control that reflects whether this instrument was used to obtain a given estimate.

Finally, we add controls to capture whether the estimate was obtained within a spec-

ification featuring time and country fixed effects.

4.2 Results

With the addition of the controls discussed above the number of potential explanatory

variables in our model goes up to 25. On the one hand, this adds a finer level of detail to

our investigation of heterogeneity in estimates. On the other hand, we do not know ex

ante which of the 25 potential controls belong to the ‘true’ data generating process for

estimates of βIMF. It is likely that not all of the proposed 25 variables contribute to the

variation in estimates in a meaningful way; adding controls that do not have systematic

effect on the estimates to our empirical model may render it misspecified. In other words,

we are facing a problem of model uncertainty.

In Section 3 we studied a subset of control variables which we believe to be particularly

relevant—thus addressing the model uncertainty problem by making a value judgment.

In doing so we may have excluded some of the 25 explanatory variables that could also

be important and included some variables that, in fact, do not have a systematic effect

on estimates of βIMF. In this section we will follow an alternative approach to resolving

the model uncertainty problem that does not rely on such ad hoc assumptions: we will

employ Bayesian Model Averaging (BMA).

The intuition behind the BMA approach can be summarized as follows. There are 225

possible combinations of the 25 explanatory variables that we singled out (or ‘models’).

While some of these models may do better than others when it comes to explaining our

data, we cannot know with certainty which, if any, specific combination of the control

variables represents the ‘true’ data generating process—due to limited data. However,

we can attempt to assign probabilities to each of the 225 models (called Posterior Model

Probabilities, or PMPs) that reflect how likely it is that each combination of control

variables represents the underlying data generating process. We can then form an ex-

pectation about the ‘true’ coefficient values by estimating coefficients for all 225 models

and calculating a weighted average, using the models’ posterior model probabilities as

weights.

Fernández et al. (2001) employ BMA to tackle model uncertainty in cross-country

growth regressions, while Havranek et al. (2015), Havranek et al. (2017) and Sokolova &

Sorensen (2018) use it in the context of a meta-analysis similar to ours. Steel (2017) pro-

vides a detailed discussion of model uncertainty and model averaging in economics; Koop

(2003) presents a formal introduction to BMA. To implement BMA, we take advantage

of the BMS package for R developed by Zeugner & Feldkircher (2015).
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Figure 2 presents the results of implementing BMA for our data. The figure gives an

overview of the estimated model space. Each column appearing on the graph represents

one model; a blank cell means that the corresponding explanatory variable (listed on the

left) is not included in the model, while a colored cell means that the variable is included

and the sign of the estimated coefficient is positive (for cells colored in blue, darker in

grayscale) or negative (for cells colored in red, lighter in grayscale). The models are

sorted based on their posterior model probability in the descending order; the horizontal

axis reports the corresponding cumulative model probabilities.

The model with the highest posterior model probability (of 13%) includes only a small

subset of the 25 explanatory variables listed at the top of Figure 2. These variables tend

to also appear in other models with high PMP, with signs that are consistent throughout

the whole model space. By contrast, the variables listed towards the bottom of Figure 2

only appear in models that are the ‘least likely’, with signs that may change depending

on the combination of explanatory variable that is being considered.

To make the comparison of the relative performance of our explanatory variables

more formal, we evaluate the likelihood of each of the 25 controls belonging to the ‘true’

model—called Posterior Inclusion Probability, PIP—by adding up the PMPs of all models

in which a given control is included. The variables displayed on the left on Figure 2 are

listed based on their PIP, in the descending order. The subset of variables listed at the

top (i.e. variables with the highest PIP) includes controls that also showed statistical

significance in the OLS exercise reported in Table 2 and Table 3 of Section 3.

We report the BMA estimation results in the left panel of Table 4. For each ex-

planatory variable, we report the posterior mean and standard deviation as well as the

associated PIP that reflects how likely it is that the variable belongs to the ‘true’ model.

To see how this compares with the frequentist approach, we also include a robustness

check in which we perform an OLS with a set of variables for which the posterior inclu-

sion probability exceeds 50%; we report these results in the right panel of Table 4. The

BMA results seem consistent with the insights of Section 3: as before, the effect of IMF

programs on growth appears to be more positive when estimated on the mixed sample

of developing and developed countries and with the use of the propensity score matching

technique. It is also more positive in the long run (compared to the short run).

Compared to the analysis of Section 3, here we see less evidence of heterogeneous

effects across program types: even though, as before, the point estimate associated with

programs that rely on general resources is negative, the likelihood of this control belonging

to the ‘true’ data generating process is estimated to be relatively low (around 39%).

As before, the evidence presented here suggests that researchers who are affiliated with

the IMF tend to report estimates that are higher than the results reported by those
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Figure 2: Bayesian Model Averaging and variable inclusion

Model Inclusion Based on Best  5000  Models

Cumulative Model Probabilities

0 0.13 0.19 0.27 0.33 0.39 0.44 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95

Exp. var.=Compliance
Before−after

Country fixed effects
Dep. var.=Growth change

Published
Concessional res. only

Exp. var.=Amount
GEE

Log of N. of obs.
DID

Dep. var.=Growth difference
Africa

Latin America
IV

Time fixed effects
Medium run effect

Non per capita growth
General res. only
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Notes: The figure depicts the results of estimating different variable combinations with the BMA, ob-
tained using the BMS package for R developed by Zeugner & Feldkircher (2015). Each column represents
one model. Cells that are white indicate that a variable listed on the vertical axis is not included in
the given model; a red cell (lighter in grayscale) means that the variable is included with a negative
corresponding effect, while a blue cell (darker in grayscale) indicates that the variable is included, and
the estimated effect is positive. Along the vertical axis the explanatory variables are sorted by their
posterior inclusion probability, with variables that are most likely to belong in the ‘true’ data generating
process listed at the top. Along the horizontal axis the models are sorted by their posterior model prob-
ability, with models that are most likely to capture the underlying data generating process depicted on
the left. We report the corresponding numerical results in Table 4. A detailed description of all variables
is available in Table A1.

without the IMF affiliation. Compared to previous analysis, this result appears much

more statistically significant, with high posterior inclusion probability in the BMA and

low p-values in the frequentist check.
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Table 4: Heterogeneity and model uncertainty: BMA

BMA OLS with selected variables

Response variable: Post. Mean Post. SD PIP Coef. P-value
P-value
(wild)

Publication and Data
IMF staff 0.571 0.149 0.995 0.543 0.002 0.046
Mixed sample 0.525 0.133 0.996 0.559 0.011 0.027
Latin America -0.029 0.134 0.070
Africa -0.013 0.072 0.059
Midyear of data 0.028 0.008 0.981 0.028 0.000 0.001
Log of N. of obs. -0.002 0.014 0.041
Non per capita growth -0.025 0.075 0.134
Published -0.001 0.021 0.032

Method
Matching 0.640 0.136 0.999 0.658 0.000 0.006
Before-after 0.003 0.043 0.029
DID -0.005 0.039 0.041
GEE 0.001 0.054 0.036
IV 0.015 0.065 0.078
Instruments: proximity -0.433 0.325 0.706 -0.600 0.176 0.189
Instruments: cumulative time spent -1.539 0.976 0.790 -1.755 0.025 0.225
Time fixed effects -0.028 0.093 0.114
Country fixed effects 0.001 0.018 0.030

Horizon
Medium run effect -0.023 0.076 0.116
Long run effect 0.476 0.293 0.801 0.610 0.010 0.135

Program
General res. only -0.140 0.198 0.387
Concessional res. only -0.001 0.033 0.033

Extra explanatory and dependent variables
Exp. var.=Amount 0.002 0.028 0.034
Exp. var.=Compliance 0.000 0.062 0.027
Dep. var.=Growth change 0.002 0.036 0.031
Dep. var.=Growth difference 0.024 0.145 0.059

Const. -0.429 . 1.000 -0.492 0.001 0.005
N of clusters 36 36
Observations 994 994

Notes: Here we report the numerical results for Bayesian Model Averaging estimation corresponding to
Figure 2. The left panel presents the BMA results; SD denotes standard deviation, PIP stands for the
posterior inclusion probability. The right panel presents a frequentist check, in which we select a set of
variables that, according to BMA, belong to the ‘true’ data generating process with the likelihood above
50% (i.e. PIP > 0.5). We run an OLS estimation with clustered standard errors using these controls.
We also compute wild bootstrap clustered p-values and report them under ‘P-value (wild)’. A detailed
description of all variables is available in Table A1.

Furthermore, we find that several of the new explanatory variables that we add seem

to have a systematic effect on estimates. First, for studies that employ more recent data

the estimated growth effect appears to be higher, as evidenced by a positive coefficient

with high PIP on the variable Midyear of data. This may imply that over time, as the

IMF agenda became more focused on fostering growth, the programs started to yield

better growth outcomes. Alternatively, the positive evolution of βIMF over time may be

due to the overall increase in the amount of funding distributed through IMF-supported

programs that occurred in the last decade (see Figure 1).

Second, we find that studies that use instrumental variables that reflect countries’
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political influence (Instruments: proximity) and the countries’ history with the IMF (In-

struments: cumulative time spent) tend to yield lower estimates of the effect of IMF

programs on growth. Previously we discussed how the fact that countries choose to

participate when their economies are in peril means that researchers need to model par-

ticipation decisions that countries make—otherwise the effect of participation on growth

would be understated. A similar supply-side argument could also be made: it is possible

that IMF’s decisions to approve loans depend on country characteristics, and countries

that are, for example, more likely to implement beneficial reforms and quickly restore

growth get approved more often, receiving more generous funding and negotiating con-

ditionality that is less stringent. If this was the case, then comparing participants and

non-participants without modeling the IMF’s decision-making process could overstate the

effect of IMF programs on growth. The instruments listed above could partially capture

the likelihood of future participation and negate some of this upward bias—their use

would then result in systematically lower growth estimates. That being said, the effects

associated with the use of these instruments are not very statistically significant. Fur-

thermore, the effect pertaining to Instruments: cumulative time spent is obtained using

variation from a small number of estimates and studies, as the number of observations

for which this control equals one in our sample is very low.

The estimates reported in Table 4 reflect the unconditional means of the coefficients,

i.e. means averaged across all models (and weighted by the posterior model probabilities),

including the models in which the corresponding variable is not included. For variables

with high PIPs (i.e. those that are present in models with high PMPs), the unconditional

means should be relatively close to means that are conditioned on the variable being

included. By contrast, for variables that are absent from some of the ‘good’ models,

there will likely be a difference between the two means, with the unconditional mean

being closer to zero.

Figure 3 displays posterior coefficient densities for four of our variables, conditional

on each variable being included; it also plots the coefficient means conditional on variable

inclusion. Comparing these results with the unconditional means reported in Table 4

helps explain the gap between the outcomes of the BMA and the results obtained in

Section 3 in which we make explicit variable inclusion assumptions. For variables Mixed

Sample and Method: Matching displayed in the top row the posterior inclusion probabil-

ities reported in Table 4 are close to 1; for these variables, the expected coefficient values

conditional on inclusion shown on Figure 3 are very close to those reported in Table 4.

Conversely, for the variables General Resources Only and Long Run Effect shown at the

bottom, the conditional means are further away from zero than the unconditional means

of Table 4. This distinction arises because the posterior inclusion probabilities for these
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Figure 3: Posterior coefficient distributions for selected variables

(a) Mixed Sample
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(b) Method: Matching
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(c) General Resources Only
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(d) Long Run Effect
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Notes: The figure depicts posterior densities of the effects of Mixed Sample, Method: Matching, General
Res. Only, Long Run Effect ; these results are conditional on variable inclusion, i.e. for each variable,
they are computed using all models in which the variable is present. We perform this computation using
the BMS package for R.

controls are markedly lower than 1, as the variables are absent from some of the ‘good’

models. However, once we make an assumption that these variables belong to the data

generating process (and, therefore, condition on inclusion), their expected contribution

to the estimated effects of IMF programs on growth becomes much more pronounced.

The conditional means for General Resources Only and Long Run Effect are much closer

to the OLS estimates reported in Table 2 and Table 3 of Section 3, because we obtain the

latter results under a similar inclusion assumption. For all four variables the conditional

means lie more than two standard deviations away from zero, indicating that, conditional

on inclusion, each variable would have a prominent impact in a Bayesian setting—much

like in the frequentist setting of Section 3.

An important policy question that we still need to address is what these results imply

about the overall effect of IMF involvement on growth. For this purpose, we use the

results from the frequentist check reported in Table 4 to construct our prediction for

β̂IMF, for different country groups, techniques and horizons. We construct our baseline
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estimates using mean values of all explanatory variables, except for Midyear of data. As

we are primarily interested in the effect of IMF programs in the modern days, we put the

value of the 90s percentile for Midyear of data instead of the mean.11

Table 5: Fitted Estimates by Group

Group Point Estimate 95% interval 95% interval (wild)

All 0.532 [0.395; 0.670] [0.346; 0.711]
Country groups
Developing only 0.353 [0.134; 0.572] [-0.139; 0.775]
Mixed sample 0.913 [0.623; 1.203] [0.608; 1.796]
Technique
All: Matching 1.122 [0.903; 1.341] [0.762; 1.509]
All: Non-matching 0.389 [0.224; 0.555] [0.151; 0.641]
All: IV with proximity instruments -0.145 [-1.018; 0.728] [-2.093; 0.724]
Horizon
Long Run effect only 1.096 [0.637; 1.556] [-0.460; 2.256]
Short and Medium Run effect 0.486 [0.347; 0.625] [0.266; 0.645]

Notes: The table presents fitted values of estimates of the IMF effects on growth, for different sources
of data, estimation techniques and measurement horizons. The estimates are obtained using the
frequentist check model reported in Table 4. To obtain the fitted values, we substitute sample means
for all variables, except for those related to the category under consideration and the Midyear of data:
we use the value of the 90s percentile for the latter. Results using mean value for the Midyear of
data are reported in Table B1 of Appendix B. We report fitted values, 95% confidence intervals and
confidence intervals constructed with wild bootstrap cluster.

We report the estimates and the corresponding 95% confidence intervals in Table 5.

Overall, the effect appears to be positive: on average, IMF presence tends to boost growth

rates by about 0.53 percentage points. That being said, the context matters. For a sample

of developing countries, the estimates of the effect tend to be lower compared to estimates

obtained with data coming from a mix of developing and developed economies. As we

noted earlier, this discrepancy could be due to underlying differences in institutional

development across the country groups. Furthermore, the results seem to be greatly

affected by the choice of the estimation technique, particularly by whether the study

performs propensity score matching, or uses instruments that reflect political proximity

between the IMF and the program participants—although the latter effect is not very

precise, as the confidence intervals are quite broad. We also observe a difference between

point estimates obtained for long- and short- to medium-run horizons, albeit the long-run

effect is associated with wide confidence intervals based on wild bootstrap cluster.

One potential concern related to using Bayesian Model Averaging is that the posterior

11 See B1 in Section Appendix B for a version in which we assign mean value for the Midyear of data.
The resulting point estimates are somewhat smaller compared to those displayed in Table 5.
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inference may be sensitive to the choice of a specific prior for parameters and model

space. In particular, Ciccone & Jarociński (2010) argue that BMA results for growth

regressions obtained with agnostic priors are very sensitive to data revisions in Penn

World Table. Feldkircher & Zeugner (2012) point out that this is because certain prior

choices may attribute very high weight to a few ‘best’ models, skewing the distribution

of the posterior model probabilities and amplifying noise in the data. They suggest to

remedy this problem by employing flexible data-dependent priors that are more resilient to

noise in the data. Figure B1 in Appendix B shows how our results change under different

prior assumptions. The posterior means of the coefficients appear to be very similar under

different priors. One notable difference is that the posterior inclusion probabilities are

generally higher under the flexible prior suggested in Feldkircher & Zeugner (2012) (see

‘HyperBRIC and Random’ on Figure B1). This means that our baseline prior choice may,

in fact, result in us undervaluing the impact of some of the explanatory variables—most

notably, the variable General res. only, for which the PIP turns out to be much higher

under the ‘HyperBRIC’ prior for model parameters.

Overall, comparing the BMA results with those obtained in Section 3, we note several

discrepancies; this suggests that model uncertainty likely matters for the problem at

hand. We now examine how these results change when we address model uncertainty

with an alternative approach, and employ LASSO. LASSO is designed to be used as a

model selection tool. The coefficients in LASSO are obtained by solving a constrained

minimization problem that yields corner solutions, setting some of the coefficients to

exact zeros (see further details in Appendix B.2). We apply LASSO to our data and

report the results in Table B2 of Appendix B.2.

All variables that were estimated to have a posterior inclusion probability over 50%

in the BMA are also selected by LASSO. In addition to variables that proved impor-

tant in the BMA, LASSO also selects the control for whether the study only considers

general resource programs; similar to the OLS results of Section 3, the point estimate is

negative. Furthermore, LASSO chooses to include the control for Medium Run effects

with a negative sign, although in the post-LASSO estimation this coefficients does not

appear statistically significant; this provides some evidence suggesting that the horizon

effects may be nonlinear. LASSO also chooses to include geographic controls for esti-

mates pertaining exclusively to data from Africa and Latin America, both with negative

coefficients. As a result, the difference between estimates for a mixed sample of countries

and estimates for developing countries appears less pronounced, likely because part of

the negative effect associated with developing countries’ data is now attributed to these

geographical regions.

We compute the fitted estimates of the effects of IMF programs on growth implied
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by LASSO for different method and data choices and report them in Table B3. Because

LASSO selects additional controls, we are able to provide fitted values for additional

groups of estimates—e.g. estimates for general resource programs, medium run, etc.

Some of the resulting fitted values are associated with wide confidence intervals indicating

that the inference is not based on many observations and should be interpreted with

caution. Overall, the point estimates reveal patterns similar to those displayed in Table 5.

5 Conclusion

In this paper we present the first meta-analysis of the literature estimating the effect

of IMF-supported programs on economic growth, taking stock of four decades of heated

debates among academic researchers and IMF staff members. We collect 994 estimates

from 36 studies and use meta-regression analysis to detect sources of systematic variation

in the results that are being reported. Estimates of the effect of IMF programs on growth

may vary because the underlying ‘true’ effect depends on the specific context in which

it is being measured; estimates may also change depending on the estimation techniques

that are being used; finally, the distribution of estimates we observe may be affected

by preferences of those conducting the research. We attempt to disentangle these three

sources of variation and pin down specific aspects of study context, empirical techniques

and researchers’ preferences that have systematic effects on the estimates reported by

this literature.

First, we show that the study context is important. Samples that include a mix of

developed and developing countries tend to yield higher estimates of the effects of IMF

programs on growth compared to samples of developing countries only, which may suggest

that IMF involvement is more successful in economies with strong institutional record.

We also find that the effect that IMF programs have on growth appears to have improved

over time, possibly due to the IMF’s increased focus on growth outcomes in the recent

years. We also show that the growth effects following IMF involvement depend on the

horizon on which they are being measured (with more favorable effects in the long run)

and on the types of programs being investigated (with general resource programs leading

to less favorable outcomes).

Second, we find that estimation results depend on the estimation techniques that

are being used. In particular, propensity score matching seems to produce estimates

that are systematically higher compared to those obtained using other methods. On the

one hand, this may mean that this method is particularly successful at addressing the

endogenous participation in IMF program with its selection on observables assumption.

On the other hand, this discrepancy could also arise because matching may systematically
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discard the participation observations for which there are no non-participant neighbors,

thus considering a sample that is systematically different from those studied with other

methods.

Third, while we do not find compelling evidence of systematic publication bias in

the literature, we document that estimates reported by IMF staff members tend to be

somewhat higher than those reported in papers authored by researchers without the IMF

affiliation. This effect remains intact after we control for the different choices researchers

make with respect to their studies’ context and estimation techniques; although this effect

is not very prominent, we believe it warrants further investigation by future researchers.

Having taken these various features of study design into account, we present a holistic

view on what the wealth of the accumulated evidence implies about the magnitude and

the direction of the effect of IMF involvement on growth—conditional on specific data

and method choices. We find that, overall, the effect appears to be positive, especially

when the inference is based on more recent data from mixed samples of developing and

developed countries. In this context, IMF programs would tend to increase growth rates

by about 0.913 percentage points. Importantly, this magnitude would be lower given

some other data choices, such as samples of developing countries only or short- and

medium-run estimation horizons.

As IMF programs are now prevalent in many countries around the world, it is crucial

to understand how they influence countries’ economic performance. Our results highlight

the importance of the context in which the effects of IMF programs are being evaluated.

Consequently, our recommendation for future studies is to report robustness checks with

respect to the elements of study design that we show to have systematic bearing on the

estimates of the effects of IMF programs on growth.
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Appendix A Description of Variables

Table A1: Definitions and summary statistics of explanatory variables

Variable Description Mean Std. dev.

Publication and Data
IMF staff =1 if IMF staffer is on a co-author list (as indicated on

the paper).
0.216 0.412

Mixed sample =1 if sample includes developing and developed countries
(baseline: sample includes only developing countries).

0.320 0.467

Additional variables in Section 4:
Latin America =1 if sample only includes countries from Latin America. 0.021 0.144
Africa =1 if sample only includes countries from Africa. 0.093 0.290
Midyear of data The average year of the data used minus 1976 (i.e. the

earliest average midyear in our sample).
15.766 6.515

Log of N. of obs. The logarithm of the number of observations. 6.615 1.219
Non per capita
growth

=1 if the dependent variable is constructed using non-
per capita growth rates (baseline: dependent variables
constructed using per capita growth rates).

0.409 0.492

Published =1 if study is published in a peer-reviewed journal. 0.406 0.491

Method
Matching =1 if the estimate is obtained with the propensity score

matching technique (baseline: OLS).
0.217 0.413

Before-after =1 if the estimate is obtained with the before-after ap-
proach (baseline: OLS).

0.036 0.187

DID =1 if the estimate is obtained with the difference-in-
differences method (baseline: OLS).

0.146 0.353

GEE =1 if the estimate is obtained with the generalized evalu-
ation estimator (baseline: OLS).

0.051 0.221

IV =1 if the estimate is obtained with the instrument vari-
ables method (baseline: OLS).

0.252 0.434

Additional variables in Section 4:
Instruments: proximity =1 if the study uses instruments, and the instrument set

includes a measure of political proximity of the country to
the IMF (e.g. the country’s quota in the IMF, UN voting
patterns and membership features, country’s staff at the
IMF, etc.).

0.110 0.313

Instruments: cumulative
time spent

=1 if the study uses instruments, and the instrument set
includes a measure of cumulative time spent in IMF pro-
grams prior.

0.005 0.071

Time fixed effects =1 if the estimate is obtained in a specification with time
fixed effects.

0.152 0.359

Country fixed effects =1 if the estimate is obtained in a specification with coun-
try fixed effects.

0.386 0.487

Horizon
Medium run effect =1 if the horizon on which the effect is measured is be-

tween 2 and 9 years from program start (baseline: short
run effect, i.e. horizon shorter than 2 years after program
start).

0.320 0.467

Continued on next page
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Table A1: Definitions and summary statistics of explanatory variables (continued)

Variable Description Mean Std. dev.

Long run effect =1 if the horizon on which the effect is measured is 10
years and over from program start (baseline: short run
effect, i.e. horizon shorter than 2 years after program
start).

0.075 0.264

Program
General res. only =1 if the sample only includes IMF programs funded

through general resources (baseline: the sample includes
both programs with general and concessional funding).

0.217 0.413

Concessional res.
only

=1 if the sample only includes IMF programs funded
through concessional resources (baseline: the sample in-
cludes both programs with general and concessional fund-
ing).

0.146 0.353

Extra explanatory and dependent variables
Exp. var.=Amount =1 if the explanatory variable is the IMF loan amount

(baseline: explanatory variable is dummy for IMF pro-
gram presence).

0.210 0.408

Exp. var.=Compliance =1 if the explanatory variable is the measure of countries’
compliance with IMF conditionality (baseline: explana-
tory variable is dummy for IMF program presence).

0.013 0.114

Dep. var.=Growth
change

=1 if the dependent variable is the change in GDP growth
rate (baseline: dependent variable is the growth rate).

0.069 0.254

Dep. var.=Growth
difference

=1 if the dependent variable is the difference between ac-
tual and projected GDP growth rate (baseline: dependent
variable is the growth rate).

0.024 0.154

N of studies 36
Observations 994

Notes: Collected from 36 studies estimating the effect of IMF programs on economic growth.
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Appendix B Model Uncertainty: Additional Results

and Robustness

Appendix B.1 Additional Results and Robustness with BMA

Table B1: Best Practice Estimates: sample mean for Midyear of data

Group Point Estimate 95% interval 95% interval (wild)

All 0.358 [0.235; 0.482] [0.196; 0.484]
Country groups
Developing only 0.179 [-0.040; 0.398] [-0.187; 0.445]
Mixed sample 0.739 [0.469; 1.009] [0.472; 1.589]
Technique
All: Matching 0.948 [0.766; 1.130] [0.699; 1.200]
All: Non-matching 0.215 [0.053; 0.378] [0.000; 0.398]
All: IV with proximity instruments -0.318 [-1.194; 0.557] [-2.813; 0.697]
Horizon
Long Run effect only 0.923 [0.476; 1.369] [-0.112; 2.177]
Short and Medium Run effect 0.312 [0.185; 0.440] [0.134; 0.439]

Notes: The table presents fitted values of estimates of the IMF effects on growth, for different sources
of data, estimation techniques and measurement horizons. The estimates are obtained using the
frequentist check model reported in Table 4. To obtain the fitted values, we substitute sample means
for all variables, except for those related to the category under consideration. Here we use the sample
mean for the variable Midyear of data, unlike in Table 5 where we employed the value of the 90s
percentile. We report fitted values, 95% confidence intervals and confidence intervals constructed
with wild bootstrap cluster.
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Figure B1: Robustness checks: BMA with alternative priors

(a) Posterior inclusion probabilities under alternative priors
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(b) Posterior means under alternative priors
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Notes: ‘UIP and Uniform’ stands for unit information prior for parameters and the uniform model prior
for model space; these are our chosen baseline priors that were used to obtain the results appearing
in Figure 2 and Table 4. UIP is a prior that contains the amount of information similar to that of
one observation; uniform prior for model space implicitly gives higher weight to average model size.
These priors were reported to perform well in predictive estimations (see Eicher et al. 2011). ‘BRIC
and Random’ are the benchmark g-prior for parameters (proposed by Fernandez et al. 2001) and the
beta-binomial model prior for the model space (suggested by Ley & Steel 2009). HyperBRIC is a data-
dependent hyper-g prior for model parameters (discussed in Feldkircher & Zeugner 2012).
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Appendix B.2 Results with LASSO

In this section we address model uncertainty with LASSO instead of BMA. BMA directly

models and quantifies uncertainty over the space of all possible combinations of explana-

tory variables, assigning each model the likelihood of representing the ‘true’ data gener-

ating process. LASSO, a model selection tool introduced by Tibshirani (1996), follows

a conceptually different approach. Starting from the premiss that the ‘true’ underlying

model is likely to be sparse, LASSO attempts to select one combination of explanatory

variables which would fit the data best—therefore, unlike BMA, it does not base the co-

efficient estimates on averaged results coming from all possible models. LASSO obtains

coefficient estimates by solving a modified OLS minimization problem that adds an upper

bound on the sum of absolute values of the estimates. OLS, an unconstrained minimiza-

tion procedure, does not assign exact zeros to coefficient values—and therefore fails at

achieving sparsity. By adding a constraint on the sum of absolute coefficient values to

the OLS minimization, LASSO transforms the original procedure into a problem that

sometimes yields corner solutions and assigns exact zeros to some regression coefficients.

One important caveat of this technique is that a researcher implementing LASSO must

choose a specific value for the upper bound on the sum of regression coefficients. This

is usually done via cross-validation, an approach that we follow as well. Nevertheless,

Belloni et al. (2012) note that the presence of a specific upper bound results in LASSO

coefficient estimates shrinking toward zero. To correct for this bias, they suggest to

additionally report the results from the post-LASSO estimation procedure which discards

the variables that LASSO assigned the exact zeros, and performs an OLS on the remaining

set of controls. We also follow this practice.

We implement LASSO with 10-fold cross-validation in STATA using the cvlasso rou-

tine; we choose the value for the upper bound on the coefficients to minimize the mean-

squared prediction error. We report these results in Table B2; we also show the results

from the post-LASSO procedure. Overall, the patterns emerging here are similar to the

ones we have seen in Section 3 and Section 4. First, the variables discarded by the LASSO

did not display statistical significance in any of the specifications studied prior. Second,

comparing coefficient estimates produced by LASSO with those obtained in Section 3 and

Section 4, we note that the signs of the coefficient estimates appear very consistent with

evidence reported earlier. Third, we note that, overall, LASSO selects a larger number

of explanatory variables.

We now turn to study what this evidence implies about the fitted values of the effects

of the IMF programs on growth; we compute the point estimates conditional on different

method and data choices and report the results in Table B3. Compared to Table 5, here

we are able to present results for more subgroups—as LASSO chooses more explanatory
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variables compared to our baseline BMA.

Table B2: Why do estimates vary? LASSO

LASSO OLS using selected variables

Response variable: Coef. Coef. P-value
P-value
(wild)

Publication and Data
IMF staff 0.484 0.473 0.060 0.283
Mixed sample 0.254 0.357 0.177 0.267
Latin America -0.245 -0.543 0.043 0.185
Africa -0.112 -0.300 0.017 0.157
Midyear of data 0.024 0.028 0.000 0.007
Log of N. of obs. 0 . . .
Non per capita growth 0 . . .
Published 0 . . .

Method
Matching 0.450 0.491 0.002 0.023
Before-after 0 . . .
DID 0 . . .
GEE 0 . . .
IV 0 . . .
Instruments: proximity -0.026 -0.095 0.880 0.840
Instruments: cumulative time spent -1.573 -2.119 0.041 0.235
Time fixed effects -0.121 -0.209 0.354 0.392
Country fixed effects 0 . . .

Horizon
Medium run effect -0.130 -0.106 0.393 0.430
Long run effect 0.472 0.606 0.012 0.209

Program
General res. only -0.272 -0.375 0.131 0.155
Concessional res. only 0 . . .

Extra explanatory and dependent variables
Exp. var.=Amount 0 . . .
Exp. var.=Compliance 0 . . .
Dep. var.=Growth change 0 . . .
Dep. var.=Growth difference 0.256 0.549 0.188 0.263

Const. -0.192 -0.255 0.134 0.166
N of clusters 36 36
Observations 994 994

Notes: The left panel reports the results of estimating LASSO using cross-validation with 10 folds
where the bound is chosen to minimize the mean-squared prediction error. We implement this
in STATA using the cvlasso command. The right panel presents results from OLS estimation
using variables selected by LASSO. We report regular p-values as well as p-values from wild
bootstrap cluster.
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Table B3: Fitted Estimates by Group

Group Point Estimate 95% interval 95% interval (wild)

All 0.532 [0.392; 0.672] [0.275; 0.794]
Country groups
Developing only 0.418 [0.177; 0.658] [-0.141; 0.956]
Latin America -0.086 [-0.526; 0.354] [-1.533; 23.544]
Africa 0.157 [0.016; 0.298] [-2.042; 1.450]
Mixed sample 0.814 [0.477; 1.151] [0.507; 1.830]
Technique
All: Matching 0.937 [0.662; 1.213] [0.542; 1.430]
All: Non-matching 0.425 [0.250; 0.601] [0.108; 0.778]
All: IV with proximity instruments 0.341 [-0.846; 1.528] [-1.119; 2.115]
Horizon
Long Run effect only 1.126 [0.650; 1.602] [-0.149; 2.642]
Medium Run effect only 0.414 [0.228; 0.600] [0.197; 0.632]
Short Run effect only 0.520 [0.337; 0.704] [0.192; 0.846]
Program
General resource only 0.238 [-0.139; 0.615] [-0.250; 0.673]
Concessional and mixed resource 0.614 [0.421; 0.807] [0.315; 0.939]

Notes: The table presents fitted values of estimates of the IMF effects on growth, for different sources
of data, estimation techniques and measurement horizons. The estimates are obtained using the post-
LASSO estimation results reported in Table B2. To obtain the fitted values, we substitute sample means
for all variables, except for those related to the category under consideration and the Midyear of data:
we use the value of the 90s percentile for the latter. We report fitted values, 95% confidence intervals
and confidence intervals constructed with wild bootstrap cluster.
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Appendix C Studies Used in Meta-analysis

We used the following search query to find the relevant studies:

Our search querry is: ‘IMF programs’ or ‘IMF bailouts’, and ‘economic
growth’.

Papers in Study

Atoyan, R. & P. Conway (2006): “Evaluating
the impact of IMF programs: A comparison of
matching and instrumental-variable estimators.”
The Review of International Organizations 1(2):
pp. 99–124.

Baqir, R., R. Ramcharan, & R. Sahay (2003):
“The consistency of imf programs.” In “Macroe-
conomic challenges in low income countries, re-
search workshop, October,” pp. 23–24.

Baqir, R., R. Ramcharan, & R. Sahay (2005):
“Imf programs and growth: is optimism defensi-
ble?” IMF Staff Papers 52(2): pp. 260–286.

Barro, R. J. & J.-W. Lee (2005): “IMF programs:
Who is chosen and what are the effects?” Jour-
nal of Monetary Economics 52(7): pp. 1245–
1269.

Bas, M. A. & R. W. Stone (2014): “Adverse se-
lection and growth under imf programs.” The
Review of International Organizations 9(1): pp.
1–28.

Binder, M. & M. Bluhm (2017): “On the con-
ditional effects of imf program participation on
output growth.” Journal of Macroeconomics 51:
pp. 192–214.

Bird, G. & D. Rowlands (2017): “The effect of
imf programmes on economic growth in low in-
come countries: An empirical analysis.” The
Journal of Development Studies 53(12): pp.
2179–2196.

Bordo, M. D. & A. J. Schwartz (2000): “Mea-
suring real economic effects of bailouts: histori-
cal perspectives on how countries in financial dis-
tress have fared with and without bailouts.” In
“Carnegie-Rochester Conference Series on Pub-
lic Policy,” volume 53, pp. 81–167. Elsevier.

Butkiewicz, J. L. & H. Yanikkaya (2005): “The
effects of imf and world bank lending on long-run
economic growth: An empirical analysis.” World
Development 33(3): pp. 371–391.

Conway, P. (1994): “Imf lending programs: Par-
ticipation and impact.” Journal of Development
Economics 45(2): pp. 365–391.

Dicks-Mireaux, L., M. Mecagni, &
S. Schadler (2000): “Evaluating the ef-
fect of imf lending to low-income countries.”
Journal of Development Economics 61(2): pp.
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Appendix D Additional Results

Appendices D is only presented here for the convenience of reviewers. If the manuscript

is accepted for publication, this material will be relegated to an online appendix.

Appendix D.1 Publication Bias

In this section we will investigate whether the literature estimating the effects of IMF

programs on economic growth is prone to selective reporting of the results—in other

words, whether there is publication bias in this literature. The problem of selective

reporting has been found to be prominent in some fields in economics. For example, Card

& Krueger (1995) and Doucouliagos & Stanley (2009) find evidence of publication bias in

the literature studying the effect of minimum wage regulations on employment; Balima

et al. (2017) uncover publication bias in the literature estimating the macroeconomic effect

of inflation targeting adoption; Havranek & Sokolova (2020) document strong publication

bias for studies estimating shares of rule-of-thumb consumers with micro-level data due

to the underreporting of negative estimates.

The intuition behind testing for publication bias can be described as follows. In the

absence of selective reporting, estimates appearing in the empirical literature should be

distributed symmetrically around the ‘true’ underlying parameter—due to noise in the

data.12 A skewed distribution of estimates could indicated that certain results tend to

be discarded, providing evidence of publication bias. We apply these ideas here. One

important consideration is that for this line of argument to work, we would need to focus

on estimates that pertain to one underlying ‘true’ effect, rather than several different

parameters. In other words, we would need to identify a subset of estimates that are

relatively homogenous.

As we discuss in Section 2, researchers consider different channels through which

the IMF involvement affects growth: while the majority of the literature focuses on the

effect of the IMF presence (and uses dummy variables to capture whether there is an

active IMF program), there are also studies that consider how growth is affected through

loan amounts and countries’ compliance with conditionality. Although these effects may

end up sharing similar signs and being affected by features of study design in similar

directions, there is no theoretical reason for these effects to be of similar magnitudes.

Similarly, while the majority of estimates is obtained with growth rates as dependent

variables, a small subset measures the effect of IMF programs on changes in growth rates

and differences between actual and projected growth. This, again, could mean that these

studies are estimating different underlying parameters.

12 This logic only applies to cases of unconstrained estimation procedures.
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To ensure that the sample we consider is relatively homogenous, here we focus on

a subset of estimates that come from the specification in which the dependent variable

is a growth rate, and the estimate measures how growth is affected by IMF presence

(as opposed to loan amount or compliance with conditionality). This strategy leaves us

with 684 estimates which comprise about 70% of the full dataset. We also consider this

subsample in Section 3 (see Table 2).

Figure D1 presents a funnel plot depicting estimates against their precision. In the

absence of selective reporting, the graph should assume the shape of a symmetrical in-

verted funnel: estimates should be distributed symmetrically, with more precise estimates

clustering closer to the underlying ‘true’ effect (see Egger et al. 1997). The funnel plot

shown on Figure D1 appears to have these properties: even though the tails are not

exactly symmetrical, we cannot state with confidence that one tail appears much more

prominent than the other. We therefore conclude that the graphical test does not appear

to suggest strong bias.

Figure D1: Funnel plot of estimates of βIMF
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Notes: The figure plots estimates of the effect of IMF presence on growth
rates in patricipating countries against their precision, 1/SE(β̂IMF

ij ).

To investigate this further, we proceed with a formal funnel asymmetry test. In the

absence of publication bias, there should be no correlation between estimates and their

standard errors, as their ratios would roughly follow a t-distribution. If estimates of

the ‘wrong’ sign get discarded, or if researchers tend to underreport results that are not

statistically significant, we would likely observe some correlation between estimates and

the standard errors (see detailed discussion in Stanley 2005). We now apply these ideas
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to our sample of 684 estimates and consider a regression model:

β̂IMF
ij = β0 + λ · SE(β̂IMF

ij ) + uij, (3)

where β̂IMF
ij is the i-th estimate of the effect of IMF presence on growth rates reported by

study j, SE(β̂IMF
ij ) is the corresponding standard error and uij is the disturbance term.

In the absence of publication bias, the coefficient λ should be zero, i.e. there should be

no correlation between the estimates and their standard errors. The estimates are likely

to be correlated within studies; we therefore cluster standard errors at the study level

and additionally compute wild bootstrapped clustered p-values, to address the concern

that the number of clusters we are using is relatively small.

We report the results of estimating (3) in Table D1 for five alternative specifications.

The first column documents the results of estimating (3) with a simple OLS; we then

estimate a version of the model that includes study-level fixed effects and report the

results in the second column. In the third column we report the results for a specification

in which we regress median estimates reported by each study on median standard errors,

thereby only employing variation across studies to evaluate λ. In column four we report

the results for a specification in which we use estimates’ precision as a weight to address

potential heteroskedasticity (see discussion in Stanley & Doucouliagos 2015). Finally, as

some studies report many more estimates than others and are therefore overrepresented

in our sample, we attempt to equalize each studies’ weight by weghting each data point

by the inverse of the number of estimates reported in the corresponding study. For a

more detailed discussion of the above techniques see, e.g. Sokolova & Sorensen (2018).

The results reported in Table D1 are somewhat conflicting. On the one hand, the

majority of specifications produce negative estimates of λ, and the standard p-values

indicate some statistical significance. On the other hand, the p-values computed using

wild bootstrap clustering are, for the most part, far above 10%. Furthermore, the estimate

of λ is positive in the specification employing precision weights.

To test the sensitivity of these results to the treatment of outliers, we winsorize the

outliers at 1% (0.05% each tail); we report the results in Table D2. Despite the very mild

change to the overall dataset, the evidence presented in Table D2 markedly differs from

results obtained for the untreated sample, showing much less overall evidence for the

statistical significance of λ. This implies that results shown in Table D1 that appeared to

be somewhat closer to the 10% statistical significance mark for estimates of λ are likely

driven by the outliers rather than the systematic underlying effects.13

We conclude that there does not seem to be any consistent evidence in support of

13 The same is not true of our main results reported in Section 3: the core evidence presented in
Table 2 remains intact even after we apply a stronger outlier treatment, winsorizing 5% of the outliers.
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Table D1: Testing for publication bias

Panel A: All estimates

OLS FE BE Precision Study

SE dummy -0.307 -0.354 -0.793 0.339 -0.318
(0.012) (0.001) (0.032) (0.093) (0.120)
[0.312] [0.329] [0.185] [0.120] [0.076]

Constant 0.605 0.643 0.601 0.073 0.315
(0.002) (0.000) (0.066) (0.000) (0.102)
[0.005] . [0.014] [0.131] [0.118]

Studies 27 27 27 27 27
Observations 684 684 27 684 684

Panel B: Published estimates only

OLS FE BE Precision Study

SE dummy -0.448 -0.425 -1.109 0.234 -0.403
(0.000) (0.000) (0.062) (0.559) (0.114)
[0.198] [0.197] [0.211] [0.627] [0.016]

Constant 0.829 0.807 0.922 0.168 0.357
(0.004) (0.000) (0.125) (0.209) (0.309)
[0.092] . [0.032] [0.118] [0.345]

Studies 13 13 13 13 13
Observations 201 201 13 201 201

Notes: The table presents estimates of regression (3). We report regular p-values in parenthesis. In ad-
dition, we perform wild bootstrap clustering and compute p-values using STATA command boottest,
with Rademacher weights and 9999 replications (see Roodman 2018); we report these p-values in
square brackets. To produce results for this table, we only use a (relatively homogenous) sample
of estimates that pertain to the effect of IMF presence on the growth rate (i.e. estimates obtained
in a specification with dummy for IMF programs as explanatory variable and GDP growth rate as
dependent variable). (OLS)=Ordinary least squares; (FE)=Fixed effect estimation; (BE)=OLS us-
ing median estimates and standard errors reported in each study; (Precision)=a specification with

precision weights (i.e. 1/SE(β̂IMF
ij )); (Study)=a specification with the inverse number of estimates

reported in each study as weights.

selective reporting, as results appear to be conflicting across specifications with respect to

the sign of the effect, and also are likely driven by a small set of outliers. We leave further

investigations to future researchers and proceed to look for other sources of variation in

estimates.
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Table D2: Testing for publication bias (outliers winsorized at 1%)

Panel A: All estimates

OLS FE BE Precision Study

SE dummy -0.301 -0.354 -0.793 0.369 -0.519
(0.295) (0.269) (0.032) (0.099) (0.124)
[0.387] [0.335] [0.185] [0.124] [0.198]

Constant 0.583 0.625 0.601 0.072 0.460
(0.016) (0.017) (0.066) (0.000) (0.042)
[0.005] . [0.014] [0.105] [0.041]

Studies 27 27 27 27 27
Observations 684 684 27 684 684

Panel B: Published estimates only

OLS FE BE Precision Study

SE dummy -0.707 -0.660 -1.109 0.321 -0.430
(0.123) (0.137) (0.062) (0.515) (0.216)
[0.177] [0.285] [0.211] [0.589] [0.014]

Constant 1.023 0.981 0.922 0.143 0.369
(0.013) (0.021) (0.125) (0.248) (0.333)
[0.064] . [0.032] [0.145] [0.368]

Studies 13 13 13 13 13
Observations 201 201 13 201 201

Notes: The table presents estimates of regression (3). We report regular p-values in parenthesis. In ad-
dition, we perform wild bootstrap clustering and compute p-values using STATA command boottest,
with Rademacher weights and 9999 replications (see Roodman 2018); we report these p-values in
square brackets. To produce results for this table, we only use a (relatively homogenous) sample of
estimates that pertain to the effect of IMF presence on the growth rate (i.e. estimates obtained in a
specification with dummy for IMF programs as explanatory variable and GDP growth rate as depen-
dent variable). Furthermore, here we winsorize the outliers in each tail at 0.5%. (OLS)=Ordinary
least squares; (FE)=Fixed effect estimation; (BE)=OLS using median estimates and standard er-

rors reported in each study; (Precision)=a specification with precision weights (i.e. 1/SE(β̂IMF
ij ));

(Study)=a specification with the inverse number of estimates reported in each study as weights.
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Appendix D.2 Full Tables 2 and 3

Table D3: Heterogeneity: horizon and program definitions

Variable (1) (2) (3) (4) (5)

Publication and Data
IMF staff 0.509 0.629 0.519 0.474 -0.016

(0.074) (0.021) (0.085) (0.110) (0.891)
[0.348] [0.130] [0.380] [0.429] [0.855]

Mixed sample 0.626 0.554 0.541 0.624 0.230
(0.094) (0.164) (0.112) (0.090) (0.023)
[0.171] [0.280] [0.164] [0.152] [0.031]

Method
Matching 0.544 0.569 0.594 0.621 0.737

(0.002) (0.001) (0.000) (0.002) (0.000)
[0.014] [0.011] [0.005] [0.020] [0.011]

Before-after 0.000 0.013 0.036 0.030 -0.066
(0.999) (0.980) (0.953) (0.958) (0.852)
[0.998] [0.969] [0.912] [0.923] [0.792]

DID -0.146 -0.124 0.028 -0.085 0.087
(0.656) (0.701) (0.917) (0.790) (0.598)
[0.712] [0.725] [0.915] [0.818] [0.660]

GEE 0.364 0.429 -0.294 0.233 -0.291
(0.492) (0.430) (0.353) (0.635) (0.152)
[0.593] [0.557] [0.474] [0.720] [0.228]

IV 0.129 0.082 0.020 0.099 -0.060
(0.736) (0.835) (0.960) (0.796) (0.000)
[0.748] [0.832] [0.963] [0.805] [0.615]

Horizon
Medium run effect -0.348 . -0.419 -0.360 -0.095
(between 2 and 9 years) (0.139) . (0.146) (0.126) (0.000)

[0.218] . [0.198] [0.203] [0.343]
Long run effect 0.907 . 0.972 1.026 0.956
(10 years and over) (0.018) . (0.013) (0.026) (0.001)

[0.297] . [0.244] [0.215] [0.202]
Medium run effect . -0.349 . . .
(between 2 and 5 years) . (0.259) . . .

. [0.377] . . .
Long run effect . 0.517 . . .
(6 years and over) . (0.137) . . .

. [0.404] . . .

Program
General res. only -0.837 -0.951 . . -0.104

(0.082) (0.050) . . (0.000
[0.125] [0.086] . . [0.523]

Concessional res. only 0.252 0.162 . . -0.076
(0.194) (0.428) . . (0.000)
[0.338] [0.555] . . [0.613]

Short run prog. only . . -0.132 . .
(official definition) . . (0.512) . .

. . [0.511] . .
Long run prog. only . . 0.357 . .
(official definition) . . (0.128) . .

. . [0.294] . .
Short run prog. only . . . -0.640 .
(authors’ definition) . . . (0.156) .

. . . [0.261] .
Long run prog. only . . . 0.250 .
(authors’ definition) . . . (0.241) .

. . . [0.367] .

Const. 0.058 0.085 -0.042 0.002 0.130
(0.788) (0.703) (0.845) (0.993) (0.000)

Continued on next page
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Table D3: Heterogeneity: horizon and program definitions

Variable (1) (2) (3) (4) (5)

[0.833] [0.781] [0.875] [0.994] [0.039]
N of clusters 27 27 27 27 27
Observations 684 684 684 684 684

Notes: Here we present the full version of Table 2. We report regular p-values in parenthesis. In
addition, we perform wild bootstrap clustering and compute p-values using STATA command boottest,
with Rademacher weights and 9999 replications (see Roodman (2018)); we report these p-values in
square brackets. To produce results for this table, we only use a (relatively homogenous) sample of
estimates that pertain to the effect of IMF presence on the economic growth (i.e. estimates obtained in a
specification with dummy for IMF programs as explanatory variable). (1)=baseline specification; (2)=a
specification with an alternative definition of the long run (6 years and over); (3)=a specification with
alternative controls for program type, distinguishing between long and short run programs based on the
official program definition; (4)=a specification with alternative controls for program type, distinguishing
between long and short run programs based on the authors’ program definition; (5)=a specification in
which all data is weighted by precision, 1/SE(βIMF).
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Table D4: Heterogeneity: sample splits

Variable (1) (2) (3) (4)

Publication and Data
IMF staff 0.509 0.281 0.476 0.444

(0.074) (0.358) (0.068) (0.133)
[0.348] [0.600] [0.282] [0.370]

Mixed sample 0.626 0.504 . 0.522
(0.094) (0.059) . (0.058)
[0.171] [0.111] . [0.112]

Method
Matching 0.544 0.639 0.493 0.636

(0.002) (0.001) (0.006) (0.001)
[0.014] [0.013] [0.050] [0.014]

Before-after -0.000 0.011 -0.033 0.004
(0.999) (0.983) (0.953) (0.995)
[0.998] [0.973] [0.952] [0.992]

DID -0.146 -0.070 -0.079 -0.087
(0.656) (0.790) (0.713) (0.746)
[0.712] [0.812] [0.798] [0.774]

GEE 0.364 0.125 0.200 0.089
(0.492) (0.751) (0.642) (0.822)
[0.593] [0.809] [0.732] [0.860]

IV 0.129 0.099 -0.184 0.004
(0.736) (0.696) (0.589) (0.987)
[0.748] [0.715] [0.673] [0.989]

Horizon
Medium run effect -0.348 -0.288 -0.491 -0.305
(between 2 and 9 years) (0.139) (0.178) (0.084) (0.161)

[0.218] [0.242] [0.144] [0.231]
Long run effect 0.907 0.985 0.767 0.700
(10 years and over) (0.018) (0.019) (0.054) (0.012)

[0.297] [0.217] [0.440] [0.256]

Program
General res. only -0.837 -0.554 -0.836 -0.535

(0.082) (0.044) (0.031) (0.060)
[0.125] [0.087] [0.182] [0.116]

Concessional res. only 0.252 0.124 0.129 0.136
(0.194) (0.388) (0.410) (0.351)
[0.338] [0.478] [0.541] [0.440]

Extra explanatory and dependent variables
Exp. var.=Amount . 0.025 0.139 0.064

. (0.943) (0.718) (0.853)

. [0.948] [0.660] [0.872]
Exp. var.=Compliance . . . 0.062

. . . (0.917)

. . . [0.987]
Dep. var.=Growth change . . . 0.058

. . . (0.844)

. . . [0.866]
Dep. var.=Growth difference . . . 0.742

. . . (0.050)

. . . [0.166]

Continued on next page
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Table D4: Heterogeneity: sample splits

Variable (1) (2) (3) (4)

Const. 0.058 0.067 0.227 0.069
(0.788) (0.674) (0.144) (0.679)
[0.833] [0.744] [0.435] [0.750]

N of clusters 27 31 23 36
Observations 684 893 600 994

Notes: Here we present the full version of Table 3. We report regular p-values in parenthesis. In
addition, we perform wild bootstrap clustering and report the associated p-values in square brack-
ets. (1)=baseline results—same as column (1) of Table 2—obtained using the sample of estimates
that pertain to the effect of IMF presence on the economic growth (i.e. with dummy for IMF
programs as explanatory variable); (2)=the sample of estimates from column (1) together with
estimates measuring the effect of loan amount on growth (i.e. with loan amount as explanatory
variable); (3)=the subsample of estimates from column (2) measuring effects of IMF presence and
loan amount—for developing countries only; (4)=the full sample of estimates collected, that ex-
tends sample of column (2) by adding estimates obtained using compliance with conditionality as
explanatory variable, as well as estimates corresponding to alternative dependent variables: growth
change over time and difference between actual and projected growth.
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